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Nomenclature

 Transverse projected area above the waterline

 Wind resistance coef. ( (0) means head wind)

 Draught at midships (m)

 Resistance increase due to relative wind in newtons

 Resistance increase in short crested irregular waves

 Resistance increase in regular waves

UTC Coordinated Universal Time

 Ship’s speed over ground

 Ship’s speed through the water

 Relative wind velocity at the height of anemometer

 Relative wind velocity at the reference height

 True wind velocity at the height of anemometer

 True wind velocity at the reference height

 Vertical height of anemometer

 Reference height for the wind resistance

 Angle between ship’s heading and component waves

 Total resistance increase

 Mass density of air (kg/m3)

 Ship’s heading in degrees

 Relative wind direction at the height of anemometer

 Relative wind direction at reference height

 True wind direction at the height of anemometer 

1. Introduction

Global warming by greenhouse gases (GHGs) is a critical issue, and 

the International Maritime Organization (IMO) has been continuously 
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discussing regulations to reduce GHG emissions. The energy 

efficiency design index (EEDI) has been applied to new ships, whereas 

the energy efficiency existing ship index (EEXI) for regulating 

existing ships is under discussion (IMO, 2014; IMO, 2019). 

To reduce GHG emissions from new ships, many technologies have 

been developed, primarily for shipyards. To reduce GHG emissions 

from existing ships and improve their operating efficiency, shipping 

companies are focusing on securing eco-friendly operating technology 

with fuel-saving benefits, such as low-speed operations, partial 

modifications of ship hull, and installation of energy-saving devices 

(ESDs).

Existing ships are periodically docked for the sanding, cleaning, and 

painting of the hull and propeller. These restore their resistance and 

propulsion performance. Recently, divers or robots also clean the hull 

and propeller of ships while they are moored in ports (Lysklett, 2018; 

Noordstrand, 2018). However, no precise method were available for 

verifying the fuel-saving effect of such activities.

To verify such activities, technology that can accurately identify the 

fuel consumption which emits GHGs during operation is necessary. 

The fuel consumption of an existing ship is the sum of the fuel for 

sailing at the speed through water () on a calm sea, and the 

additional fuel to respond to the added resistance due to wind and 

waves, and the resistance increase due to water temperature deviation 

caused by the marine environment. If the fuel consumption of each 

item can be identified, then the eco-friendly operating technologies 

applicable to shipping companies can be evaluated precisely; hence, 

plans for eco-friendly operations can be established.

European shipping companies are attempting to measure the thrust 

at propeller shaft in addition to the torque in order to evaluate the 

resistance and propulsion performance of existing ships. Once highly 

accurate thrust measurements are available, then the aging effect of the 

hull can be estimated separately from the aging degree of the propeller. 

In addition, the verification of the effect of the retrofitting of bulbous 

bow and the modification of propeller boss cap fin has been attempted; 

however, it was difficult to obtain quantitative and clear results. 

(Paereli et al., 2016; Ballegooijen et al., 2017). 

The authors of this study developed a ship performance analysis 

(SPA) software program for operating ships based on the calculation 

procedure of the International Organization for Standardization (ISO) 

standard (ISO15016:2015)(ISO, 2015), which calculate the reference 

speed in calm seas included in the EEDI regulated by the IMO. 

The analysis method and the software have been described by Park 

et al. (2019). Lee et al. (2019). Shin et al. (2020) verified the validity of 

the SPA software program and analysis method by conducting the 

speed-power analysis of a 176 K bulk carrier and an 8,600 TEU 

container ship in operation. The authors constructed the mean stowage 

diagram of containers by analyzing the operating condition and 

obtained onboard measurement data by improving the data 

transmission system owned by the shipping company. The authors 

confirmed that a comparison between the speed-power line in calm 

seas obtained as the analysis result and the model test speed-power line 

clearly showed an increase in the delivered horse power (DHP) due to 

hull and propeller fouling and aging. 

For the speed-power analysis of an existing ship, the location, speed, 

weight of cargo, and DHP of the ship as well as ocean climate 

environments information such as wind, wave, and sea water 

temperature are required. The ocean climate environments can be 

obtained through onboard measurements or by extracting data based 

on the time and position of the ship from the weather information of 

the National Oceanic and Atmospheric Administration (NOAA). In 

particular, for the analysis of added resistance due to wave, the values 

of the wave height, direction, and period are required for the sea wave 

and swell. These values can be obtained onboard from the observation 

of sailors or measurements using wave radar. However, it is extremely 

difficult for sailors to continuously observe waves, and wave radar is 

rarely installed on existing ships. Therefore, it is practical to extract 

data from weather information; however, studies that validate the 

accuracy of the information are nearly absent.

To verify the weather information in this study, the onboard 

measurements of the wave height, direction, and period obtained by 

installing wave radar in an existing ship were compared with data 

extracted from the weather information. In addition, the added 

resistance due to waves analyzed using the values obtained by each 

method were compared along with the speed-power analysis result 

applying each method. Furthermore, a study on wind speed and 

direction were also conducted with the same principle and the results 

were compared. Consequently, it was confirmed that both data 

obtaining method showed valid analysis results.

Existing ships are typically dry-docked every five years for 

inspection and maintenance. During dry-docking, the hull surface and 

propeller are cleaned and painted, and the verification of the effect of 

such activities is critical to shipping companies. In this study, the 

docking effect was quantitatively verified by analyzing the powering 

performance before and after docking using SPA software.

The results of this study show that the precise powering 

performance of an existing ship as well as the added DHP due to the 

resistance increase from wind and waves, as well as sea water 

temperature deviations can be calculated. In addition, this study on the 

effects of hull and propeller cleaning and painting performed during 

dry-docking and the GHG reduction by retrofitted ESDs is expected to 

be applied for green shipping. 

2. 8,600 TEU Container Ship Overview 

The target ship of this study is an 8,600 TEU container ship. Fig. 1 

shows a photograph of the target ship, and Table 1 lists its principal 

particulars. The ship is identical to the target ship of Shin et al. (2020), 

and its main route includes South Korea, China, Singapore, the Middle 

East, and Europe. The standard operating conditions were determined 

by analyzing the operating profile of the shipping company and 

summarized in Table 1.
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Fig. 1 Photograph of 8,600 TEU container ship (Shin et al., 2020)

Table 1 Standard operating condition for the speed-power analysis 

(Shin et al., 2020)

TM 12.5
(Head haul)

TM 13.6
(Back haul)

Length between perpendiculars, 
Breadth (m)

322.6, 45.6

Displacement (t) 109,961.5 122,954.4

Volume (m3) 107118.5 119784.0 

Wetted surface area (m2) 16125.4 17178.3

Draught aft, draught forward (m) 12.5, 12.5 13.7, 13.5

TM (Draught at midship, m) 12.5 13.6

Reference speed (kn) 18.5 (9.5 m/s) 15.3 (7.9 m/s)

Speed range (kn) 12.5-22 (6.4-11.3 m/s)

Transverse projected area (m2) 1754.6 1704.5

Anemometer height 
from base line (m)

46.5 45.4

Measurement range of draught TM: 11–13 m TM: 13–15 m

The target ship is equipped with an energy efficiency monitoring 

system. This system collects various operating data in real time and 

transmits them to land. It collects more than 80 types of data, such as 

the DHP, fuel consumption, water temperature, wind speed, and wind 

direction, which further include more than 40 types of data, such as 

course, heading, and ballast water (Shin et al., 2020).

3. Wind and Wave Data Extraction from 

Weather Information

As for the ocean weather information used in this study, the values 

are calculated using a high-performance computer based on numerical 

weather prediction models. For the numerical weather prediction 

models, the meteorological modeling of the Earth’s weather system 

was performed using physical equations that governed the state and 

motion of the atmosphere.

For the speed-power analysis, the weather information of wind, 

waves, tidal currents, water temperature, air temperature, and 

atmospheric pressure in the waters of the ship operation was required 

as input data. Such information was collected from various numerical 

weather prediction models, as shown in Table 2.

Table 2 Ocean weather information for ship performance analysis

Weather type Product Model Grid

Wave

Total wave height

NWW3
(NOAA Wave 

Watch 3)

0.5°

Total wave direction 0.5°

Total wave period 0.5°

Wind wave height 0.5°

Wind wave direction 0.5°

Wind wave period 0.5°

Swell wave height 0.5°

Swell wave direction 0.5°

Swell wave period 0.5°

Wind
Wind speed

GFS
(Global forecast 

system)

0.5°

Wind direction 0.5°

Air
Air temp’ 0.5°

Air pressure 0.5°

Sea surface

Sea water temp’ RTOFS
(Real time ocean 
forecast system)

0.5°

Current speed 0.5°

Current direction 0.5°

The global ocean weather information was provided by the NOAA 

and the European Centre for Medium Range Weather Forecasts. In this 

study, weather information from the NOAA, which has been widely 

used for oceanic studies, was adopted.

The NOAA provides ocean weather information every three hours, 

eight times a day. The information is provided in a data format referred 

to as gridded binary (Grib). Because Grib files are not in a format that 

can be directly used for data analysis, the files must be stored in a 

database after they are decoded; subsequently, the data are to be 

extracted for the desired position and date. Weather data are provided 

at 0.5° latitude and longitude intervals eight times a day. The amount 

of data is approximately 30 million, a size that is difficult to process in 

a typical relational database. To secure fast performance, the data were 

stored and processed in a distributed database.

The ocean weather information was prepared in the form of 

predefined latitude and longitude grids. Fig. 2 shows an example of 

Fig. 2 Visualization of wave height information using NWW3 

(NOAA Wave Watch 3) model.
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Fig. 3 Trilinear interpolation diagram based on ship position and time 

such information on waves in grid form. To obtain accurate weather 

information for a specific ship position based on this form, the weather 

information must be interpolated.

Because the weather information used in this study was provided at 

0.5° latitude and longitude intervals every three hours, spatio–temporal 

interpolation was required. Hence, the data values were interpolated 

for the sides and for an arbitrary internal point of a hexahedron with 

eight vertices in a three-dimensional (3D) space. Trilinear 

interpolation, a 3D interpolation method, was applied under the 

assumption that the values on each side were linear. In the trilinear 

interpolation method, the interpolated values at  and  were 

obtained first, and the value at  was interpolated from them to obtain 

, which is the value of the current position and time of the ship, as 

shown in Fig. 3. The value at S was interpolated using the same 

method, and the final  value was obtained from  and . 

4. Speed-Power Analysis Results

4.1 Comparison of Wind Resistance between Onboard 

Measurements and Weather Information

To calculate the added resistance due to the ocean environment for 

the speed-power analysis of an existing ship, the accuracy and 

reliability of the input data must be reviewed first. In this section, the 

analysis results obtained based on onboard measurements (Shin et al., 

2020) using an ultrasonic anemometer installed for accuracy 

improvement are compared with those obtained using the data 

extracted from the NOAA weather information based on the ship 

position and time to discuss the accuracy and availability of the data.

The onboard measurements of the relative wind speed and direction 

were converted to true wind speeds and directions using Eqs. (1) and 

(2). Here, the relative wind direction is the clockwise angle from the 

head, and the head wind is 0°.

 




 cos (1)

  tan cos cos
sin sin 
for cos cos≥

(2)

  tan cos cos
sin sin 
for cos cos≺

The converted wind speed ( ) and wind direction ( ) are the 

true wind speed and true wind direction at the anemometer height, 

respectively. According to ISO15016:2015, wind blowing toward a 

ship can be classified into two categories. One is the wind resistance 

due to the speed of advance of the ship. This wind is the head wind and 

is a uniform flow. This resistance is not treated as added resistance due 

to wind. The other is natural wind, which is a shear flow whose speed 

increases with altitude. As the true wind speed obtained using Eqs. (1) 

and (2) is the speed at the height of the anemometer installed on the 

ship, it is converted to the true wind speed at the reference height using 

Eq. (3).

  






(3)

 
In Eq. (3), it is assumed that the shear flow profile based on the 

height from the ground follows the 1/7-squared profile, which is 

adopted by ISO15016:2015. In this study, a typical reference height 

value of 10 m was used, which is consistent with the weather 

information. The wind speed and direction measured using the 

anemometer installed on the ship were converted to the true wind 

velocity ( ) and true wind direction ( ) at the reference 

height using Eqs. (1), (2), and (3). These values were converted to the 

relative wind speed () and relative wind direction () using 

Eqs. (4) and (5), respectively, and the added resistance due to wind 

was calculated using Eq. (6).

Because the values extracted from the aforementioned weather 

information were the absolute wind speed ( ) and absolute wind 

direction ( ) at the reference height of 10 m, they were directly 

converted to the relative wind speed and direction at the reference 

height using Eqs. (4) and (5) without using Eqs. (1), (2), and (3); 

furthermore, the added resistance due to wind was calculated using Eq. 

(6). The resistance due to the uniform flow caused by speed of advance 

() was not considered as added resistance, and only the added 

resistance caused by the speed and direction of natural wind was 

considered.

 


 cos  (4)

  tan cos 
sin  

for  cos ≥

(5)

  tan cos 
sin  

for  cos ≺

  

⋅  ⋅⋅



 


⋅ ⋅⋅



(6)
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Fig. 4 shows comparisons of the wind data and analysis results 

between onboard measured and weather information data. The 

operating route was from Singapore to China in August 2018. The 

displacement condition of the ship was standard operating condition 

 12.5 m in Table 1. In Figs. 4(a) and (b), the x-axis is UTC+9 

(Korean local time) and the y-axes are the relative wind speed and 

relative wind direction at the reference height, respectively. As for the 

relative wind speed, the measured wind speed was generally lower 

compared with the weather information, except for some sections on 

August 7th. The relative wind direction results were consistent within 

the range of ±20°. The wind resistance calculated using the Fujiwara 

regression formula of ISO15016:2015 (as shown in Fig. 4(c)) was 

generally low, similar to the wind speed. Fig. 4(d) shows the 

speed-power analysis results obtained by analyzing the wave 

resistance using the empirical correction method with frequency 

response function (hereafter, STAWAVE-2) of ISO15016:2015. The 

y-axis represents the normalized DHP based on the tank test results of 

18.5 kn (9.5 m/s), which is the reference speed of  12.5 m in Table 

1. The aforementioned tendency was reflected; however, a significant 

difference was not observed.

Fig. 5 shows comparisons of the wind data and analysis results 

between onboard measured and weather information data. Ship 

operating route was from Malaysia to India in September 2018. 

Standard operating condition  13.6 m in Table 1 was applied. Figs. 

5(a) and 5(b) show that the measured wind speed was generally lower 

compared with the weather information, except for some sections, as 

shown in Figs. 4(a) and 4(b); additionally, the relative wind direction 

results agreed well. As shown in Fig. 5(c), the wind resistance was 

generally low, similar to the wind speed. The speed-power analysis 

results in Fig. 5(d), however, exhibited no significant difference. The 

DHP was analyzed and normalized using the same methods as those 

used to obtain Fig. 4.

In this section, the onboard measurements and the values of the 

NOAA weather information that were used as input data as well as the 

wind resistance and speed-power analysis results of the existing ship 

are compared. The wind direction results indicated good agreement. 

As for the wind speed, the onboard measurements tended to be lower 

compared with the weather information. The wind resistance showed 

the same tendency, and the wind resistance from the measured data 

was lower. However, the speed-power analysis results exhibited no 

significant difference. Both the added resistance due to wind by the 

onboard anemometer measurements and that by the wind speed and 

direction values extracted from the weather information provided 

reliable accuracy, indicating that any of the two methods can be used 

(a) Wind speed (relative) (b) Direction (relative)

(c) Wind resistance (Fujiwara regression by ISO15016:2015) (d) Speed power analysis results

Fig. 4 Comparisons of wind speed, direction at reference height, resistance, and analysis results between onboard measured and weather 

information data ( 12.5 m, Singapore → China)
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for the practical speed-power analysis of existing ships.

4.2 Comparison of Added Resistance Due to Waves Between 

Onboard Measurements by Wave Radar and Weather Information

In this section, the added resistance due to waves and speed-power 

analysis results obtained from the wave data measured using wave 

radar are compared with those obtained from weather information. The 

wave radar is a device that analyzes the significant wave height, wave 

direction, and wave period from the images obtained using the 

standard marine X-band radar, and it can be used for the speed trial of 

new ships (ISO 15016:2015). Table 3 shows the system specifications 

of the wave radar installed on the 8,600 TEU container ship of this 

study, and Fig. 6 shows its photograph. The error range for the 

significant wave height of 3 m or less was 0.5 m, and that for higher 

waves, wave direction and period was ±10%. 

Table 3 System specifications of wave radar (Shindong Digitech, 

2020)

Parameter Range Accuracy

Significant wave height
0–3 m ±0.5 m

3–20 m ±10%

Wave period 4–20 s ±10%

Wave direction 0–360° ±10°

  

Fig. 6 Photographs of wave radar on 8,600 TEU container ship

Fig. 7 shows a comparison of the wave radar measurements with the 

wave height, wave direction, and wave period extracted from weather 

information using the method presented in Section 3. The 

corresponding route was from Malaysia to Dubai in September 2016, 

and standard operating condition  13.6 m in Table 1 was applied. 

The x-axis is UTC+9 (Korean local time) and the y-axes are the wave 

height, wave direction, and wave period. For the analysis of added 

resistance due to waves, the relative wave direction is required. The 

wave direction measured by the wave radar is the relative direction, so 

the measured value can be applied directly to the analysis. As the wind 

direction extracted from the weather information is the true direction, 

it must be converted to the relative direction considering the heading 

(a) Wind speed (relative) (b) Direction (relative)

(c) Wind resistance (Fujiwara regression by ISO15016:2015) (d) Speed power analysis results

Fig. 5 Comparisons of wind speed, direction at reference height, resistance, and analysis results between onboard measured and weather 

information data ( 13.6 m, Malaysia → India) 
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of the ship. The relative wave direction is the clockwise angle from the 

head, and the head wave is 0°. As shown in Fig. 7(a), the wave heights 

measured by the wave radar and the sea wave height of weather 

information exhibited similar tendencies. In the route, the waves were 

not relatively high, and the wave height around September 23rd was 

approximately 2 m according to the weather information. Fig. 7(b) 

shows that the measured wave direction agreed well with the sea wave 

direction of the weather information. In addition, Fig. 7(c) shows that 

the measured wave period was consistent with the sea wave period of 

the weather information. 

Fig. 8 shows the added resistance due to waves calculated using the 

STAWAVE-2 method. The x-axis is UTC+9 and the y-axis is the 

resistance value (kN). This STAWAVE-2 is the most frequently used 

(a) Wave height

(b) Wave direction (relative)

(c) Wave period

Fig. 7 Comparisons of wave height, relative direction, and period 

between onboard data measured by wave radar and 

weather information

(a) Added resistance by wave radar data

(b) Added resistance by weather information

Fig. 8 Comparisons of added resistance due to waves between 

data measured by wave radar and weather information 

(STAWAVE-2 by ISO15016:2015)

method to calculate added resistance due to waves during the speed 

trial of new ships. It is an empirical formula to estimate the added 

resistance due to bow waves, and the added resistance due to the waves 

out of the ±45° range from the bow is treated as zero.

The added resistance due to waves is the sum of the motion-induced 

resistance and the resistance increase due to wave reflection. Fig. 8(a) 

shows the added resistance from the wave radar measurements. A 

maximum value of 60 kN was observed around September 23rd, and 

the resistance was primarily caused by reflection. Fig. 7(b) shows that 

the added resistance was zero after September 27th because the wave 

direction was in the 240°–300° range.

The waves of the weather information were divided into swell and 

sea, and the added resistance was the sum of both. In addition, the 

added resistance due to each of the swell and sea was the sum of its 

motion and reflection. Fig. 8(b) shows the calculated added resistance 

due to waves. The resistance was primarily caused by sea reflection, 

and the added resistance on September 24th was calculated to be 

approximately 80 kN, which was higher than the wave radar value. 

This is because the wave height of the weather information was 

relatively high. For the wave radar, the added resistance due to sea was 

zero after September 27th because the wave direction was in the 180°–
300° range. In addition, the wave direction of the swell ranged from 
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Fig. 9 Comparison of speed-power analysis results between wave 

measured by wave radar and weather information ( 12.5 m) 

180° to 300° during the entire voyage period, as shown in Fig. 7(b); 

hence, the added resistance due to swell was zero.

Fig. 9 shows the speed-power analysis results for the same operating 

data with Figs. 7 and 8. The y-axis represents the normalized DHP 

based on the tank test results of 18.5 kn (9.5 m/s), which is the 

reference speed of  12.5 m in Table 1. The wind was measured on 

board the ship, and the added resistance due to wind was analyzed 

using the Fujiwara regression formula of ISO15016:2015. The waves 

were analyzed using the STAWAVE-2 method of ISO15016:2015. 

The waves during operation were approximately 1.5 m, and the 

maximum difference in added resistance was approximately 20 kN; 

however, the speed-power analysis results in Fig. 9 exhibited no 

significant difference. The analysis results from the measurements of 

the wave radar, which was difficult to install and costly, did not differ 

significantly from those of the weather information. 

Analyzing the speed-power performance of an existing container 

ship using SPA software (Park et al., 2019), both the data measured 

using the wave radar and the data extracted from the weather 

information can be used as input data for added resistance due to 

waves. Hence, it can be concluded that both two data sets provide 

reliable results.

4.3 Verification of Effects of Hull and Propeller Cleaning and 

Painting

Ships are docked after a certain period of operation for ship 

inspection and maintenance. The target ship of this study was docked 

in November 2017. Subsequently, cleaning and maintenance were 

performed for the propeller, and sand blasting and painting for the hull. 

Fig. 10 shows the photographs before and after docking. 

Fouling is known to be the main cause of increased resistance for 

aged ships. Based on the hull inspection results after docking, 

moderate slime and seagrass were attached to 11%–30% of the vertical 

bottom. Slight slime was attached to 1%–10% of the flat bottom and 

boot top, and local damage to the coating caused by mechanical 

damage was found. Painting was performed using silyl-type, 

self-polishing, antifouling, low-friction paint. Based on the inspection 

results upon the completion of painting, the hull roughness was 123 

µm on average (maximum: 133 µm; minimum: 89 µm), which 

satisfied the paint supplier’s criterion of 150 µm or less.

Fig. 11 shows the speed-power results before and after docking for 

an analysis of the docking effect of the target ship. The legends in the 

figure indicate the port departure dates before and after docking, and 

the operating route included China, Taiwan, Hong Kong, Singapore, 

Malaysia, and the United Arab Emirates. The DHP was normalized as 

in Fig. 9. An analysis of before and after docking shows that the results 

of  12.5 m were similar. The  13.6 m analysis results improved 

by 10%–12% near 20–22 kn (10.3–11.3 m/s) and by approximately 5% 

at the reference speed of 15.3 kn (7.87 m/s). The friction resistance 

reduction effect by hull blasting and painting was evident in the 

high-speed range for  13.6 m owing to its deep draft.

The wind resistance was calculated using the Fujiwara regression 

formula of ISO15016:2015 based on the onboard measurements. The 

(a) Before blasting & painting

(b) After blasting & painting

Fig. 10 Photographs of 8,600 TEU container during docking 

(dated November 2017).
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(a)  12.5 m

(b)  13.6 m

Fig. 11 Comparison of speed-power analysis result between before 

and after docking in November 2017.

wave resistance was calculated using STAWAVE-2 based on the wave 

values extracted from the weather information. The added resistance 

due to sea water temperature deviation was analyzed based on the 

onboard measurements (ISO 2015, Shin et al, 2020). 

5. Conclusion

To reduce GHG emissions from existing ships operated by shipping 

companies, it is very important to identify accurate speed-power 

performance due to additional resistance from marine environment and 

aging effects. 

In this study, onboard measurements and weather information data 

were compared using SPA software, and the docking effect was 

verified. The conclusions of this study are as follows:

(1) In estimating the added resistance due to wind for an existing 

ship, the onboard measurements obtained using an anemometer were 

compared with the values provided by the NOAA. The wind resistance 

and speed-power analysis results were compared. The wind direction 

showed good agreement. For the wind speed, the weather information 

tended to be higher. The wind resistance has the same tendency, but 

the speed-power analysis results showed no significant difference, 

indicating that both methods are practically usable.

(2) The wave height, wave direction, and wave period measured 

using wave radar and those obtained from the NOAA were compared. 

In addition, the added resistance due to waves was calculated and a 

speed-power analysis was conducted. It can be concluded that both the 

data from the wave radar and those from the weather information 

provided reliable results for analyzing the speed-power performance of 

an existing ship. 

(3) All of the data extracted from the weather information provided 

are valid and reliable results, confirming the reliability of trilinear 

interpolation adopted in this study. 

(4) The speed-power analysis results before and after docking 

showed that the results of  12.5 m were similar; however, in case of 

the  13.6 m, analysis results improved by 10%–12% near 20–22 kn 

(10.3–11.3 m/s) and by approximately 5% at the reference speed of 

15.3 kn (7.87 m/s). This confirmed that the effects of cleaning and 

painting the antifouling low-friction paint on the hull and propeller 

during dry-docking can be quantitatively verified.

The speed-power analysis technique and SPA software were 

validated in this study. To obtain highly accurate analysis results, the 

accuracy of the measurement data must be improved and analysis 

methods must be continuously verified and developed.

Acknowledgments

The authors would like to express their gratitude to Dr. Tae-Il Lee of 

Hyundai Heavy Industries Co., Ltd. for his assistance in preparing and 

analyzing the data used in this study. 

This research was funded by the Ministry of Trade, Industry & 

Energy (Korea Government), grant number PNS3650, under the 

project “Optimal hull cleaning and propeller polishing scheduling for 

minimal ship operating cost using operating performance analysis.”

References

Ballegooijen, E., Muntean, T., & Timmer, M. (2017). Measuring the 

Full-Scale Performance of a Propeller and Bulbous Bow Retrofit 

via Propeller Thrust Measurements. 2nd Hull Performance & 

Insight Conference, Hamburg, Germany, 132-142. http://data. 

hullpic.info/hullpic2017_ulrichshusen.pdf 

IMO. (2014). 2014 Guideline on the Method of Calculation of the 

Attained Energy Efficiency Design Index (EEDI) for New Ships. 

Resolution Marine Environment Protection Committee 245(66), 

International Maritime Organization, London.

IMO. (2019). Energy Efficiency Improvement Measure for Existing 



386 Myung-Soo Shin et al.

Ships. Marine Environment Protection Committee 72/7/2, 

International Maritime Organization, London.

ISO. (2015). Ships and Marine Technology—Guidelines for the 

Assessment of Speed and Power Performance by Analysis of 

Speed Trial Data (ISO15016:2015). International Standardization 

Organization, Geneva, Switzerland.

Lee, G.J., Shin, M.S., Park, B.J., Ki, M.S., & Jeon, K.H. (2019). Validity 

Analysis of Speed, Wave Height and Wind Speed for the 

Operational Performance of Bulk Carrier. Journal of the Korean 

Society of Marine Engineering, 43(3), 183-196. https://doi.org/ 

10.5916/jkosme.2019.43.3.183

Lysklett, K.J. (2018). Underwater Drones as Efficient Tool for Hull and 

Propeller Inspections. 3rd Hull Performance & Insight Conference, 

Redworth, UK, 244-253. http://data.hullpic.info/hullpic2018_ 

redworth.pdf

Noordstrand, A. (2018). Experience with Robotic Underwater Hull 

Cleaning in Dutch Ports. 3rd Hull Performance & Insight 

Conference, Redworth, UK, 4-9. http://data.hullpic.info/ 

hullpic2018_redworth.pdf

Paereli, S., Krapp, A., & Betram, V. (2016). Splitting Propeller 

Performance from Hull Performance - A Challenge. 1st Hull 

Performance & Insight Conference, Castello de Pavone, Italy, 

62-69. http://data.hullpic.info/HullPIC2016.pdf 

Park, B.J., Shin, M.S., Lee, G.J., & Ki, M.S. (2019). A New Method 

to Analyse the Speed Power Performance of Operating Ships and 

its Implementation. Journal of Advanced Marine Engineering and 

Technology, 43(10), 822-829. https://doi.org/10.5916/jkosme. 

2019.43.10.822

Shin, M.S., Ki, M.S., Park, B.J., Lee, G.J., Lee, Y.Y., Kim, Y., & Lee, 

S.B. (2020). Speed-Power Performance Analysis of an Existing 

8,600 TEU Container Ship using SPA(Ship Performance 

Analysis) Program and Discussion on Wind-Resistance 

Coefficients. Journal of Ocean Engineering and Technolog, 34(5), 

294-303. https://doi.org/10.26748/KSOE.2020.047 

Shindong Digitech. (2020). Radar Wave Height Observation System. 

Retrieved from http://www.shindong.com/product/product_ 

03_03.php

Author ORCIDs

Author name ORCID

Shin, Myung-Soo 0000-0002-6017-5369

Ki, Min Suk 0000-0001-6253-0531 

Lee, Gyeong Joong 0000-0001-7555-9034

Park, Beom Jin 0000-0001-9729-4313

Lee, Yeong Yeon 0000-0002-0408-6222

Kim, Yeongseon 0000-0002-0089-138X

Lee, Sang Bong 0000-0002-3300-2411



Nomenclature

SLPM

tAL

QAir

BAir

VInflow

Standard liter per minute (L/min)

Air layer thickness (mm)

Volume flow rate of air (m3/s)

Width of the air injection slit (m)

Inflow speed of water (m/s)

1. Introduction

The International Maritime Organization (IMO) has mandated a 

30% reduction in CO2 emissions by 2025 for ships, which produce 

3.3% of global CO2 emissions. To reduce CO2 emissions, it is essential 

to estimate the ship's resistance and propulsion accurately and improve 

performance.

Frictional resistance generally accounts for more than 60% of the 

total resistance of a ship. An air lubrication system injects air onto the 

hull surface to form a continuous air layer, reducing frictional 

resistance on the hull surface and fuel consumption (Bushnell and 

Hefner, 1990; Ceccio, 2010). The frictional resistance can be reduced 

in three ways: bubble drag reduction (BDR), air layer drag reduction 

(ALDR), and partial cavity drag reduction (PCDR). PCDR can 

increase the form resistance due to remodeling of the air cavity, but it 

is difficult to apply to a ship. Compared to BDR, ALDR requires high 

pumping power, but the resistance reduction rate is very high (Ceccio 

et al., 2012).

Jang et al. (2014) observed air layer formation using ALDR in the 

lower part of a plate in the cavitation tunnel of the Samsung Ship 

Model Basin (SSMB). They also measured the decrease in frictional 

resistance. An air layer was applied to a model 66K DWT Supramax 

bulk carrier to estimate the power-saving effect by conducting 

resistance and self-propulsion tests

Mäkiharju et al. (2017) examined the gas pocket morphology with 

air injection at a single inlet. The formation of a V-type gas pocket and 

the shape of the gas pocket were observed while changing the inflow 

rate and air injection rate. Computational fluid dynamics (CFD) 

simulations and experimental results showed similar tendencies.

Kim et al. (2017) analyzed the air layer pattern and diffusion angle 

at the bottom of a plate numerically using CFD. The air diffusion angle 

pattern according to the relationship between the air inflow rate and 

water inflow velocity was compared with the empirical formulae. 

They compared the lambda, delta, and transition air-layer patterns 

through the velocity vectors, velocity contours, and vorticity contours. 

On the other hand, the practical application of ALDR required multiple 
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complex injections rather than a single injection.

Mäkiharju and Ceccio (2018) observed the shape changes of airflow 

with complex interactions in a multi-injection experiment. In some 

cases, multiple injections formed a more stable air layer than a single 

injection because each of the air layers interacted with each other. 

Multiple injections generated a larger gas pocket that formed into a 

liquid cross-flow, but a fortuitous gas pocket formed in some cases. 

Therefore, additional experiments are needed. In addition, it is 

necessary to cover a large number of flow parameters and derive clear 

results through further experiments using models with greater overall 

lengths.

Estimating the resistance reduction effects of an air lubrication 

system on a full-scale ship is important before studying the influence 

of the position, shape, and number of injectors. A more accurate 

method is also needed to estimate the full-scale ship resistance from 

the resistance components of a model ship.

The goal of this study was to improve the estimation of the actual 

resistance of air lubricated ships. A numerical method was developed 

and verified by comparing with experimental data (Jang et al., 2014). 

A new extrapolation method was proposed to estimate the full-scale 

resistance of a ship with an air lubrication system based on the 

numerical simulations for a model and full-scale ship.

2. Numerical Methods and Models

Incompressible three-dimensional unsteady flow was modeled to 

analyze the air lubrication performance. The continuity equation and 

Reynolds averaged Navier-Stokes (RANS) equations were used as the 

governing equations.
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where   is the velocity tensor, and   is the tensor of body forces. p 

and ρ are the pressure and density, respectively.  is the effective 

stress of the viscosity and turbulence:
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where   is the effective dynamic viscosity.

The commercial CFD software, STAR-CCM + 12.06, was used for 

numerical analysis of multiphase flow. The volume of fluid (VOF) 

method was used for multiphase flow replication, considering the free 

surface and air layer. The Reynolds stress model (RSM) was used as 

the turbulence model. Table 1 lists the numerical models.

Table 1 Numerical models

Tool STAR-CCM+ ver.12.06

Turbulence model Reynolds stress model

Time Implicit unsteady

Multiphase Volume of fluid (VOF)

Diffusion term 2nd order central difference scheme

Convection term 2nd order upwind difference scheme

3. Setup of the Numerical Simulation

A scale model of a 66K DWT Supramax bulk carrier was used in the 

model test by Jang et al. (2014). Table 2 lists the main specifications of 

the ship. The model ship was scaled at a factor of 24.0. Therefore, the 

same factor was applied in numerical analysis.

Table 2 Specifications of the 66K DWT Supramax bulk carrier.

Specifications

Length overall 200.0 m

Length between perpendicular 192.0 m

Breadth 36.0 m

Draft 11.2 m

Displacement volume 65,012.3 m3

Wetted surface area 9,909.6 m2

CB 0.840

3.1 Computational Domain and Boundary Conditions

Fig. 1 shows the boundary conditions and the computational 

domain. A Cartesian coordinate system was used. Based on the center 

of gravity of the hull, the x-axis was set as the direction from the stern 

to the bow; the y-axis was set as the portside direction, and the z-axis 

was set as the opposite direction of gravity. The boundary conditions 

of the inlet surface, top surface, and bottom surface were set as the 

velocity inlet, and the outlet surface was set as the pressure outlet. 

Fig. 1 Boundary conditions and grid system



Numerical Study on the Extrapolation Method for Predictingthe Full-scale Resistance of a Ship with an Air 389

Symmetric conditions were applied across the y-axis interface because 

the hull is perfectly symmetrical. Symmetric conditions were applied 

to the side to reduce the distortion of the reflected wave. The distances 

from the bow to the inlet, the hull to the top, the hull to the bottom, and 

the stern to the outlet were 2 , 1 , 2.5 , and 2 , respectively.

3.2 Injector Geometry

In the model test by Jang et al. (2014), the injector shapes were made 

with many holes, but they were modeled as a single slit in numerical 

analysis. Figs. 2 and 3 present the diagrams of the air cavity and the 

geometry of the air injector. The width and length of the slit were 6 

mm and 260 mm, respectively. The air injection slits, C1 and C2, were 

located at the 17th and 15th, respectively.

Fig. 2 Diagram of the air injector

Fig. 3 Geometry of air injector

3.3 Grid Test

The grid system was verified by measuring the resistance according 

to the number of grid elements (approximately 1.0 million, 2.5 million, 

and 6.1 million). Differences of 0.118, 0.092, and 0.013% were 

observed compared with the model test results performed at SSMB in 

Fig. 4. The simulation took too much time when there were 6.1 million 

grid elements. When there were 1.0 million grid elements, realistic 

phenomena could not be observed when air was injected. Therefore, 

the medium grid size of 2.5 million was applied for the other 

simulations.

Table 3 lists the reduction ratio of the resistance due to the air layer 

under various combinations of the air injection flow rate and injection 

position. The ship speed was fixed to 1.5226 m/s, which corresponds 

to the design speed of 14.5 knots for a full-scale ship using Froude 

scaling. The total amount of air injected from C1 and C2 was set to a 

wide range of 0 to 400 liters per minute under standard conditions of 1 

atm and 25°C (SLPM), as shown in Table 3.

Fig. 4 Gird verification for the number of grids

Table 3 Simulation cases

Case Injection position SLPM tAL (mm)

Bare - 0 0

Case 1 C1 50 2.1

Case 2 C1 100 4.2

Case 3 C1 150 6.3

Case 4 C2 100 4.2

Case 5 C2 150 6.3

Case 6 C2 250 10.5

Case 7 C1/C2 100/200 4.1/8.4

Case 8 C1/C2 100/250 4.1/10.6

Case 9 C1/C2 100/300 4.1/12.7

Eq. (4) was used to estimate the air layer thickness:

  ∙

 (4)

where QAir, BAir, and VInflow are the volume flow rate of the injected air, 

the width of the air injection slit, and the inflow speed, respectively.

4. Results and Discussion

4.1 Reduction in Resistance

Table 4 presents the trim and sinkage of the ship that occurred when 

air was injected. A positive value occurs when the ship rises to the top, 

and the bow is trimmed. The largest change in trim (ΔTrim) was 4.1% 

in Case 5. The ship was tilted more toward the bow by the buoyancy of 

air flowing from the bottom to the stern. On the other hand, the change 

in trim is not proportional to the amount of air. The change in sinkage 

(ΔSinkage) also increased continuously due to buoyancy as the 

amount of air injection increased.

Table 5 shows the total resistance reduction of the model ship (∆
RTM), the ratio of the decrease in shear resistance to the decrease in 

total resistance (∆RShear), and the ratio of the decrease in pressure 

resistance to the decrease in total resistance (∆RPressure). The largest 



390 Dong-Young Kim, Ji-Yeon Ha and Kwang-Jun Paik

Table 4 Reduction rate of the trim and sinkage under each air 

injection condition

Case ∆RTM (%) ∆Trim (%) ∆Sinkage (%)

Bare - - -

Case 1 11.2 1.0 2.7

Case 2 15.0 1.8 6.0

Case 3 17.5 0.0 8.7

Case 4 14.3 3.3 5.0

Case 5 16.8 4.1 7.3

Case 6 21.0 3.4 11.2

Case 7 23.3 2.1 13.4

Case 8 24.9 1.6 15.5

Case 9 26.1 2.5 16.5

Table 5 Resistance and reduction rate of the resistance component 

under each air injection condition

Case ∆RTM (N) ∆RShear (%) ∆RPressure (%)

Bare - - -

Case 1 8.9 28.1 71.9

Case 2 11.9 36.8 63.2

Case 3 13.9 42.1 57.9

Case 4 11.4 32.7 67.3

Case 5 13.4 37.2 62.8

Case 6 16.7 44.3 55.7

Case 7 18.6 49.5 50.5

Case 8 19.8 51.2 48.8

Case 9 20.7 52.9 47.1

decrease in resistance was 20.7 N in Case 9. The amount of resistance 

reduction increased with increasing amount of air injected. In addition, 

as the amount of injected air increased, there was a greater reduction in 

frictional resistance. Interestingly, the rate of the decrease in the 

pressure resistance was as large as the rate of the decrease in shear 

resistance. 

In Case 9, the shear resistance and pressure resistance were 52.9% 

and 47.1%, respectively. Previous research considered only the 

reduction in frictional resistance. On the other hand, both the frictional 

resistance and pressure resistance decreased when air lubrication was 

used. When air is injected, an air layer is generated on the bottom of 

the hull, which alters the resistance state of the ship. Thus, it is 

necessary to analyze the various changes due to air at these locations.

Fig. 5 shows the distribution of the volume fraction on the bottom of 

the hull. A larger air flow rate resulted in a larger diffusion angle and 

air layer thickness. The jetted air goes up on the bottom of the hull to 

the stern. 

Fig. 6 shows the wall shear stress distribution on the hull surface, as 

seen from the bottom of the hull. The rate of decrease in the frictional 

resistance was the highest in Case 9, which has the highest air injection 

flow rate. The result appears similar to the shape of the volume 

Fig. 5 Volume fraction of air on the hull surface (Bare, Cases 1-9 

from top)

Fig. 6 Wall shear stress on the hull surface (Bare, Cases 1-9 

from the top)

fraction on the hull surface.

Fig. 7 shows the distribution of the dynamic pressure on the bottom 

of the hull. When air is injected, the air affects the distribution of the 

dynamic pressure at the stern. As the quantity of air increases, a high 

pressure forms, and the affected area increases.

Numerical analysis of the model ship confirmed that the air layer 

reduces the frictional resistance through the volume fraction of air on 

the bottom hull surface. In addition, it changes the pressure resistance, 

as shown in Figs. 7 and 8. Jang et al. (2014) used a modified method 

based on ITTC 1957 for the estimation (Method 1). On the other hand, 

they did not consider the change in pressure resistance. Method 2 is 

proposed in this study, which considers the decrease in pressure 

resistance.
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Fig. 7 Dynamic pressure on the hull surface (Bare, Cases 1-9 

from the top)

Fig. 8 Dynamic pressure on the stern (Bare, Cases 1-9 from the 

top and left)

Fig. 9 shows the extrapolation methods used for an air-lubricated 

ship. In Method 1, CTM is divided into CFM and CRM, which are the 

frictional resistance and residual resistance. For CRM, it is assumed that 

the residual resistance coefficient is the same, regardless of whether air 

is injected. Furthermore, CRM.Air and CRS.Air are the same. CFM.Air can be 

obtained from the relationship between CTM.Air and CRM.Air. CFM.Bare and 

CFS.Bare are estimated using the ITTC 1957 method. In the subscript, 

Bare and Air refer to the case where the air is not injected and when air 

is injected, respectively. CFS.Air can be acquired from multiplying 

CFS.Bare by the ratio of CFM obtained in the air and bare conditions of the 

model ship. As a result, CTS.Air can be estimated as the sum of CFS.Air 

and CRS.Air for a full-scale ship. 

(a) Method 1

(b) Method 2

Fig. 9 Extrapolation methods for an air-lubricated ship

In Method 2, CTM is divided into the viscous resistance CVM and 

wave-making resistance CWM to reflect the change in the viscous 

pressure resistance. The residual resistance of Method 1 is defined as 

the wave-making resistance in Method 2. CWM.Bare is calculated from 

the relationship between CTM.Bare and CVM.Bare. CWM.Air is assumed to be 

the same as CWM.Bare. CVM.Air can be obtained from the relationship 

between CTM.Air and CWM.Air when the air is injected. CVS.Bare is obtained 

using the ITTC 1957 method. CVS.Air is obtained by multiplying CVS.Bare 

by the relationship with CVM of the model ship when air is injected and 

not injected. The wave-making resistance coefficient is the same for 

both the full-scale ship and the model ship. This process is used to 

derive CTS.Air. The largest difference between Methods 1 and 2 is the 

scaling of the viscous pressure resistance. In Method 2, the effects of 

the reduction of pressure resistance by the air lubrication are 

considered in the extrapolation method to predict the full-scale 

resistance.

To obtain the viscous resistance component, it is necessary to know 

the component of the wave-making resistance. Accordingly, double- 

body analysis was performed. The following grid conditions were 

used: y+ was set to 90, and the number of grids was approximately 
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Table 6 Comparison of CVS using full-scale analysis

Case CVS ∆CVS (based on method 2)

Method 2 0.00190 -

y+ (300) 0.00205 8

y+ (8000) 0.00196 3

1.8 million for the model scale.

Cases 3, 6, and 9 were investigated. A double-body analysis was 

also carried out for a full-scale numerical analysis. Some cases were 

validated to set y+ and Method 2 was extrapolated from the result of 

the model analysis, as shown in Table 6. When air was not injected in 

y+ (8000), the error rate was less than 3% for a full-scale ship. Yang et 

al. (2010) compared the wakes between the model and the full-scale 

ship. When the y+ value was 8000 in numerical analysis using the 

RSM, the error was 1.5% compared to the full-scale ship. Therefore, 

y+ was set to 8000, and the number of grid elements was 

approximately 5.6 million. The air flow rate was analyzed numerically 

by Froude scaling the quantity of injected air from the model ship. 

Table 7 lists the reduction rates of ∆Shear, ∆Pressure, and ∆CV 

for the model ship and full-scale ship based on cases, in which air is 

not injected from the double-body analysis. There was no difference in 

ΔShear. The overall tendency was similar between the double-body 

analysis and Method 2. On the other hand, the biggest difference in Δ

Pressure between the model and full-scale ship was 4.9%. 

Consequently, the estimation of ΔCV by Method 2 is consistent with 

the numerical analysis of the model, but there was a slight difference in 

the full-scale ship. 

The difference in ΔPressure was attributed to the form factor, 

which differs between the model and the full-scale ship. The form 

factor was set to a constant value in Method 2. Therefore, it is believed 

to result in differences in ΔCV. Fig. 10 shows the volume fraction of 

the hull surface when using double-body analysis. The branch was 

stronger at the end of the slit width for the full-scale ship than the 

model. The overall tendency was similar to that of the model ship. 

Table 8 lists the reduction rate of ∆CTS by air injection when using 

Methods 1 and 2. Method 1 showed a 2 - 5% difference in the 

numerical analysis results of the model ship; the largest gap was 5.4% 

Table 7 Comparison of the full-scale ship resistance and model 

ship resistance, ∆Shear, ∆Pressure, and ∆CV using 

double-body numerical analysis in Method 2

Case

Double-body analysis Method 2

∆Shear 
(%)

∆Pressure 
(%)

∆CV 
(%)

∆CV 
(%)

Model (Case 3) 8.3 11.1 19.4
19.0

Full (Case 3) 10.3 13.5 23.8

Model (Case 6) 10.4 12.7 23.1
22.8

Full (Case 6) 10.4 14.2 24.6

Model (Case 9) 15.9 13.0 28.9
28.4

Full (Case 9) 15.9 17.9 33.8

Fig. 10 Volume fraction of the hull surface using double-body 

analysis. (a), (c), and (e) correspond to Cases 3, 6, and 9 

for the model ship, and (b), (d), and (f) are from the 

full-scale ship.

Table 8 Comparison of the resistance reduction rate of the 

full-scale ship using Methods 1 and 2

Case
∆CTS (%) 
(Method 1)

∆CTS (%)
(Method 2)

∆CTM (%)

Bare - - -

Case 1 8.9 10.4 11.2

Case 2 11.9 13.9 15.0

Case 3 13.9 16.3 17.5

Case 4 11.4 13.3 14.3

Case 5 13.4 15.7 16.8

Case 6 16.7 19.5 21.0

Case 7 18.6 21.7 23.3

Case 8 19.8 23.1 24.9

Case 9 20.7 24.2 26.1

in Case 9. Method 2, however, showed a 1 - 2% difference; the largest 

difference was 1.9% in Case 9. Method 2 was more accurate than 

Method 1 when the total resistance reduction rate was compared with 

that of the model ship. Overall, the variation of the pressure resistance 

should be considered when estimating the resistance of a ship with an 

air lubrication system.

5. Conclusions

A numerical study was carried out on the effect of air injection on a 

ship. The mesh was verified, and the reliability of the calculation was 

confirmed by numerical analysis. The resistance was calculated by 

double-body analysis, and the estimated resistances of the model and 

full-scale ship were compared.

Comparisons were made for a bare hull regarding the reduction rate 

of the total resistance (∆RTM), the ratio of the decrease in shear 

resistance to the decrease in total resistance (∆Shear), and the ratio of 

the decrease in pressure resistance to the decrease in total resistance 

(∆Pressure). A larger decrease in the total resistance was observed 

when the air injection flow rate increased. The rate of the decrease in 

pressure resistance was as large as the rate of the decrease in shear 
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resistance. Bow trim was generated due to the buoyancy by the air, and 

the heave increased.

Based on the results, a resistance estimation method was proposed 

to consider reducing the pressure resistance, and the results were 

compared with those of the modified ITTC 1957 method. The 

proposed method was more accurate than the modified method. The 

result of the model scaling showed less than 1% error, whereas the 

result of the full-scale ship shows a slight difference. 

Methods 1 and 2 were compared to find the differences between Δ

CTS and ΔCTM. Method 2 was more accurate than Method 1 in 

estimating the resistance of the full-scale ship from the model ship, 

and the error rate was less than 2%. The ultimate goal of developing an 

air lubrication system is to reduce the fuel consumption of a ship by 

5% or more and improve the performance at sea. To achieve this goal, 

it is necessary to estimate the resistance of the model and full-scale 

ship accurately when air is injected. Future research will be needed to 

improve the reliability of the results on a full-scale ship.
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1. Introduction

Despite the continued trend of low oil prices in recent times, the 

development of resources in the Arctic region is expected to continue, 

with Norway, the United States of America, and Russia at the forefront 

(Morgunova, 2020). In the polar regions, areas that can be developed 

have expanded because of global warming. Environmental conditions 

in the Arctic must be considered for the structures used to develop 

resources in these regions. Fixed structures are installed in shallow sea 

waters, while floating structures are considered first for deep-sea 

regions.

In general, the position of the floating structure is maintained using 

a mooring system. However, a dynamic positioning system (DPS) is 

sometimes used as an auxiliary system to cope with ice loads, which 

are one of the characteristics of the polar regions (Lee et al., 2019). 

The DPS uses various kinds of thrusters to keep the position of a 

vessel or an offshore structure within the acceptable range. To do so, 

the DPS calculates the force required to return the floater from its 

altered position (caused by the external environmental forces) to its 

original position and generates the required force using the propulsion 

system. In the Arctic region, DP-assisted mooring systems are used for 

the extreme environment. A mooring system handles station-keeping 

functions for normal ocean environmental loads. However, when 

abnormal conditions arise, the DPS alleviates the excessive tensile 

force acting on the mooring system. It also maintains the position of 

the riser on the bottom of the structure so that the riser angle is within 

the acceptable range.

Simulations in the time domain are needed to evaluate the 
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station-keeping performances of floating structures and observe how 

the tensile force acting on the mooring line changes over time. 

Modeling the environmental load acting on the structure is important. 

However, it is an extremely difficult task to incorporate the ice loads in 

the polar region into the time-domain simulations.

When it comes to evaluating the performance of a structure with 

DPS in seas where ice loads exist, the best method to collect data is to 

use the test results of a real sea experiment. In 2004, as part of the 302 

Arctic coring expedition of the International Ocean Drilling Program 

(IODP), one drillship performed its drilling operations while being 

assisted by two icebreakers and collected data on how difficult it was 

to maintain its position (Moran et al., 2006). However, such real sea 

operation is extremely expensive, and the ice condition cannot be 

controlled; hence, it is impossible to obtain data for various situations. 

Tests performed in ice tanks can also generate good data for 

evaluating the performance (Jenssen et al., 2009). Representative 

examples of such tests are the drillship-related experiments carried out 

as part of the Dynamic Positioning in Ice Condition (DYPIC) project, 

an international joint research project (Jenssen et al., 2012; Kerkeni et 

al., 2014), and the model tests performed by the National Research 

Council (NRC) of Canada (Wang et al., 2016; Islam et al., 2018). 

However, such ice tank tests are also costly, and there are limitations 

in simulating the actual conditions in these tests. For most ice tanks 

where the tests are performed, there is no equipment to reflect other 

environmental loads, such as wind, currents, and waves, in the test.

Studies are ongoing to perform simulations on the interactions 

between the ice and structures, considering the limitations mentioned 

above. Related to findiing an empirical formula, Kim et al. (2018a) 

proposed a method for extending the application of the existing model 

for level ice to pack ice. Furthermore, the relationship between the size 

of the broken ice floes and the resistance value was proposed (Jeong et 

al., 2018). Methods using numerical analysis techniques to analyze the 

behavior of the ice where ice floes exist mostly utilize the 

discrete-element method. This method models and interprets each 

particle as a discrete object for the finite-element method that uses 

differential equations of dynamic variables for a continuum. The 

discrete-element method was first proposed by Cundall and Strack 

(1979) and Walton (1982), and it was later applied to the ice-related 

field by Løset (1994) and others. Afterward, ArcISo (Arctic Integrated 

Solution), a spin-off company based on the Sustainable Arctic Marine 

and Coastal Technology (SAMCoT) of the Norwegian University of 

Science and Technology (NTNU), has made simulations of ice–
structure interactions, station keeping of floating structures, and 

navigation in icy sea waters possible through the SAMS (Simulator for 

Arctic Marine Structures) product (Lubbad et al., 2018a; Lubbad et al., 

2018b; Raza et al., 2019). 

Existing ice–structure interaction analysis methods consume too 

much time. To remedy this issue, Daley et al. (2012, 2014) developed 

graphics processing unit (GPU)-event mechanics (GEM). GEM uses a 

parallel structure GPU with excellent floating-point calculation 

performance to perform numerical computations. In general, the 

direction of ice drift and the current direction are set to match for these 

analysis software tools. Moreover, there is a limitation of not factoring 

in other ocean environmental loads, such as waves. To reflect the wave 

conditions, methods utilizing computational fluid dynamics have been 

proposed; however, considering such factors as analysis duration, 

there are limitations in incorporating various station-keeping 

equipment or applying changes to the algorithm. Therefore, the 

analysis methods mentioned above cannot set sufficient conditions to 

evaluate in the time domain the station-keeping performance of 

floating structures where ice loads exist.

To factor in combined environmental loads, including ice loads, the 

use of an existing commercial software for floating body motion 

analysis to assess the station-keeping performance in icy sea waters 

could provide a solution. For this purpose, a separate module must be 

developed to generate ice loads and reflect the ice loads in the motion 

analysis. Utilizing GEM and the mean value of the ice loads obtained 

from a tank experiment result, Kim et al. (2018b) proposed an ice load 

generation method using the spectral values of the variable 

components. However, the ice loads were measured only at a certain 

angle. Hence, this method cannot reflect changes to the ice loads based 

on the variation of the heading angle. 

In this study, the aim was to identify the basic characteristics of the 

motion of a floater in ice condition through statistical processing based 

on the experimental data of ice loads measured at various angles. A 

separate ice load generation module was designed and implemented to 

reflect partially the statistical characteristics of experimental data 

using OrcaFlex, a general commercial floating body motion analysis 

software package. This setup made it possible to assess the 

station-keeping performance of Arctic floating structures for 

combined environmental loads and was applied to the evaluation of the 

heading-angle-keeping performance.

2. Measurement of Ice Load in an Ice Tank Test 

and Post-processing of the Data

2.1 Experimental Setup and Conditions

The floating structure used in this study is an Arctic floating 

production storage and offloading (FPSO) unit, and its length, breadth, 

and draft are 244, 57, and 18.6 m, respectively. Fig. 1 shows the 

overall shape of the hull and the environment of the test in progress 

using a model with a scale ratio of 1:40. The model name assigned for 

the model test by Korea Research Institute of Ships and Ocean 

Engineering (KRISO) is KS1801. Table 1 shows a comparison 

between the detailed specifications of the model vessel built according 

to the scale ratio and the actual sizes.

For the resistance experiment for measuring the ice load, sensor 

values for calibration are measured at the zero section located at one 

end of the ice tank, as shown in Fig. 2. Afterward, the model vessel 

enters the ice region at a constant speed. Once the entire model vessel 

has entered the ice region, the vessel is in the measurement section, 

where data are measured stably. The data measured in this section are 
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used as the resistance value due to ice.

To obtain data, the load cells were installed at the center of the model 

vessel. Once the vessel was secured to restrict its six-degree- 

of-freedom movements, the vessel was towed to pass through the ice 

region. Values measured by the sensors were processed by the 

hull-mounted coordinate system. The ice tank dimension at KRISO 

was 32m × 35 m, and the tank was divided into sections so tests could 

be run multiple times. The shape of the ice floe was made irregular, and 

the ice concentration was set at 80%. To convert ice in a real sea, which 

is 1.4 m thick and has a characteristic length of 12 m, to the model 

scale, the actual size of the ice was divided by the scale of 40 to 

calculate the size of the ice used in the experiment. This result is shown 

in Table 2. The drift speed was 1.0 kt (= 0.5144 m/s), and it was divided 

by   to derive the towing speed (0.081 m/s) in the experiment. The 

heading angle in the direction of the movement ranged from −40° to 

40° in intervals of 10°. Hence, the experiment was conducted for these 

nine intervals, and Fig. 3 shows the example of the measured values in 

time series, where the heading angle was set to 0°.

Fig. 1 Hull shape of the Arctic FPSO used in the experiment and 

simulation and overall environment of the model test in 

progress

Table 1 Principal particulars of the designed floater

Description Full scale Model scale

Length between perpendiculars (m) 244 6.1

Breath (m) 50 1.25

Draft (m) 18.6 0.465

Displacement (m3) 163,215 2.555

Vertical center of gravity (m) 19.5 0.4875

Fig. 2 Moving test vessel from the starting position (zero section) 

to the measurement area where ice floes are ready, and 

the coordinate system used in the measurement and data 

process

Table 2 Similitude of the ice condition

Characteristics Full scale Model scale

Ice thickness (m) 1.4 0.035

Characteristic length for ice floes (m) 12 0.3

Ice drift speed (m/s) 0.514 0.081

Ice concentration 8/10

Shape of ice floes Irregular shapes

(a)  (b) 

(c) 

Fig. 3 Time histories of  ,  , and  for the incident angle of 0° from the model test
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2.2 Post Processing of the Measured Data

The data were measured every 10 ms. To identify the statistical 

characteristics of the measured values for  ,  , and  , each dataset 

was divided into 292 intervals using its minimum and maximum 

values as the reference. A histogram was drawn based on the ratio of 

each interval. Fig. 4 shows the measurement data for the heading angle 

of 0°. For comparison, the kernel density estimation, which estimates 

the density of the histogram, is represented by a red line, and a blue 

line represents the normal distribution graph based on the mean and 

standard deviation of the measured data. 

A quantile–quantile plot (QQplot) was constructed to verify the 

normality shown from the appearance of the data, and QQplot 

examples are shown in Fig. 5. The QQplot is a method that plots the 

quantiles of a standard normal distribution and the quantiles of the 

corresponding distribution on the x,y-coordinate plane and graphically 

verifies two probability distributions. If the data shown in blue line up 

with a red line (representing the normal distribution) within the Z-score 

range of the standard normal distribution, the normality is verified.

The x-axis shows the Z-score of the QQplot graph for  . When the 

QQplot graph is viewed from the x-axis perspective, the two 

distributions seem to align between 0 and ±2.5, but the data and the red 

line show a discrepancy beyond this range. The histogram appears to 

follow the normal distribution, but there is a small difference between 

the data and the normal distribution curve as it gets closer to the 

extreme values. For  , the data and the red line agree reasonably well 

between 0 and ±3, so it can be considered that the data possess 

normality. However, the   graph shows some discrepancies.

To verify the normal distribution of the measured data 

quantitatively, the Kolmogorov–Smirnov test was performed. For 11 

experimental sets, the sample distribution was set up for 33  ,  , 

and   component data. The normal distribution utilizing the mean 

value and the standard deviation of each set of data was used as the 

assumed distribution. The normality test was performed based on the 

5% p-value, and the results have been marked by P (pass) and F (fail), 

as shown in Table 3.

Contrary to the predictions based on the form analysis of the 

measured data, the normality test results verified that the normal 

distribution was not followed except for some data sets related to  . 

Even when the log-normal distribution and other distributions were 

applied to the measured data, as was done by Zvyagin and Sazonov 

(a)  (b)  (c) 

Fig. 4 Histograms of  ,  , and   for the incident angle of 0°

(a)  (b)  (c) 

Fig. 5 QQplots of  ,  , and   for the incident angle of 0°

Table 3 Results of Kolmogorov-Smirnov normality tests

　 　 -40 -30 -20 -10 0(1) 0(2) 10(1) 10(2) 20 30 40


p-value 0.028 0.014 7.00E-04 0.011 3.00E-05 2.00E-03 2.00E-08 3.00E-09 6.00E-07 2.00E-08 6.00E-07

Pass/Fail F F F F F F F F F F F


p-value 0.114 0.132 2.00E-08 0.158 4.00E-03 0.35 0.97 4.00E-09 7.00E-10 5.00E-05 8.00E-03

Pass/Fail P P F P F P P F F F F


p-value 2.00E-36 1.00E-15 5.00E-49 2.00E-05 3.00E-22 7.00E-25 6.00E-54 3.00E-82 6.00E-30 2.00E-32 1.00E-68

Pass/Fail F F F F F F F F F F F
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(2014), the results showed that the assumed distribution was not 

satisfied. This result shows the difficulty of applying statistical 

methods to ice load generation and the differences in methods 

measuring the ice resistance. It was determined that   tends to 

deviate from the normal distribution at either extreme value of the QQ 

plot graph because of outliers measured at certain intervals (260–270 

s). Here,   shows a tendency to form a normal distribution based on 

the incident angle, and   seems to be affected by the characteristics 

of the sensor, which performs calculations based on the measured 

values of   and  . However, there is still a need to develop an ice 

load generation module. This module is required for running 

simulations in the time domain. The statistical processing method can 

be developed at a later time. Furthermore, meaningful results can be 

achieved in determining the design parameters if the simulation is run 

repeatedly. Ice load generation logic that assumes a normal 

distribution using the mean and standard deviation of the measured 

values was applied in this study.

3. Ice Load Generation in Time Domain Simulation 

3.1 Process to Generate Random Value to an Arbitrary 

Heading Angle

The mean and standard deviation values of the measured data for 

each angle are shown in Table 4. As shown in Fig. 6, curve fitting was 

performed after plotting the mean values on the graph. The formulas 

for mean value interpolation of  ,  , and   for arbitrary head 

angles () are shown in Eq. (1). 

 

  
  

  
  

(1) 

Here,   is expressed in a linear function, and   and are 

expressed in a cubic function. When used in simulations, the Froude 

number is applied according to the full-scale vessel, the average value 

of   and   is multiplied by  , and the standard deviation function 

Table 4 Mean and standard deviation values of the measured data

Angle
(deg)

Mean Standard deviation

     

(N) (N) (Nm) (N) (N) (Nm)

-40 -8.802 120.469 1.265 21.167 28.615 20.557

-30 -14.236 75.561 20.466 22.028 22.557 12.486

-20 -13.537 69.616 25.512 24.545 21.779 12.426

-10 -15.336 76.145 17.586 25.819 22.304 12.03

0(1) -17.188 2.005 7.148 26.376 17.723 10.143

0(2) -15.112 3.102 -0.046 26.701 16.259 9.934

10(1) -7.276 -44.398 -16.219 27.253 19.165 14.036

10(2) -7.304 -36.329 -12.59 27.03 22.357 11.484

20 -13.455 -69.629 -30.641 26.828 28.193 14.222

30 -15.655 -106.159 -23.915 29.385 32.913 18.683

40 -11.538 -95.908 -11.428 24.576 33.22 22.276

of   is multiplied by. 

The same method was used for the standard deviation, and curve 

fitting was performed to obtain the standard deviation for an arbitrary 

angle. Unlike the mean value, two separate trend lines were used to 

perform interpolation, one from −40° to 0° and another from 0° to 40°, 

to ensure that the trend line is as close to all the measured data points as 

possible. In other words,  ,  , and   each has interpolation 

functions for two standard deviations, with 0° being the reference point. 

The results are shown in Eq. (2). The values of the interpolation 

function for the standard deviation were also derived based on the 

measured values from the model test. In the full-scale vessel simulation, 

the horizontal force ( ,  ) and moment ( ) are multiplied by the 

third power and the fourth power of the scale ratio, respectively. 

 
   if ≥

   if 

 
   if ≥

   if 

 
   if ≥

  if 

(2)

(a) Curve fitting for  (b) Curve fitting for  (c) Curve fitting for 

Fig. 6 Curve fittings of mean values in Table 4 for each direction 
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The measured values in the experiment are the resistance values 

obtained when the model vessel was towed in the ice tank; hence, the 

ice load and the current force corresponding to the speed of the vessel 

are included in these values. Therefore, the current force needs to be 

subtracted from the measured values to extract the pure ice load. This 

process is necessary to isolate the ice load from the direction upon 

which the current force is acting. Generally, ice is set to drift in the 

direction of the current, but the movement of the ice can be affected by 

the wind. Therefore, it is better to set the directions of the ice drift and 

current differently. However, realistically, it is difficult to conduct 

additional towing experiments to obtain the value of the current force. 

Hence, the current force was calculated after securing the structure at a 

fixed position in OrcaFlex and assuming the current flows in a 

constant direction.

The vessel was secured to restrict its six-degree-of-freedom 

movements, and the relative angle between the current and the 

structure was set from −40° to 40° in intervals of 5°. Afterward, the 

sea current environment was configured, and data were obtained. The 

data values are recorded in Table 5. Based on these data, curve fitting 

was performed to derive the interpolation function for calculating the 

current force for each angle, similar to the mean and standard deviation 

of the ice load. 

Table 5 Current load corresponding to heading angles 

Heading angle   

-40 -31.388 -185.868 -3604.123

-30 -34.465 -141.555 -2853.264

-20 -35.696 -97.858 -2102.405

-10 -35.696 -51.083 -1201.374

0 -33.85 6.155 0

10 -35.696 51.083 1201.374

20 -35.696 97.858 2102.405

30 -34.465 141.555 2853.264

40 -31.388 185.868 3604.123

3.2 Module for Ice Load Generation

In the Arctic region, the heading angle of the floating structure keeps 

changing according to changes in the direction of the main 

environmental external force. If the heading angle is altered because of 

the environmental load while ice is drifting toward the structure, the 

ice load value acting upon it should also change. Furthermore, 

depending on the size and shape of the ice on the sea where the 

structure is operating, ice loads of varying sizes and directions are 

continuously applied, even if the heading angle remains constant. 

Therefore, to reflect how changes in the heading angle of the structure 

affect the ice load in the simulation, one must be able to generate the 

ice load applied to the vessel at the specified angle.

Fig. 7 shows a diagram of the process for how the ice load module 

generates ice load when performing dynamic analysis in the time 

domain. OrcaFlex, which is used for the dynamic analysis, is 

Fig. 7 Ice load generation process inside of the module

configured to perform the analysis in intervals of 0.1 s. Because the ice 

load generation process is repeated throughout the entire simulation 

duration, ice loads are generated every 0.1 s and are applied in the 

analysis.

① The analysis software sends the current heading angle 

information of the floating structure to the ice load generation module 

as an input. 

② The mean () and standard deviation () of the  ,  , 

and   component measurement data are calculated for the input 

heading angle. The interpolation formula described in Eqs. (1) and (2) 

of Section 3.1 are used for this calculation.

③ The probability density function for a typical normal distribution 

is defined as shown in Eq. (3).

 



 
 
   



(3)

Here, a normal distribution is assumed for the mean () and 

standard deviation () values for the corresponding heading angle, 

and a random number (∼ ) is generated from the 

probability density function as an output. 

④ The current force for the input heading angle is subtracted, and a 

final ice load value is generated as an output. 

⑤ The process is completed by applying the ice load generated by 

the ice load generation module to the center of gravity of the structure 

in the dynamic analysis software. 

4. Simulation Results

4.1 Setup for Simulation

The analysis process performed by the analysis software (OrcaFlex) 

and two external modules is shown in Fig. 8. To perform the analysis 

of the floating structure, which factors in the DP in icy sea waters, the 

analysis software sends the information each module needs, such as 

the current position and speed of the floating object and the status of 

the mooring system. When the heading angle information is sent to the 

ice load module, the ice load generation process earlier explained is 

performed. Afterward, the ice load applied to the floating object for the 

corresponding heading angle is generated as output and sent to the 
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Fig. 8. Simulator configuration with external modules for ice load 

generation and DP force generation

Fig. 9 Arrangement of DP thrusters

analysis software. After receiving information, such as the position 

and speed of the vessel and the tension on the mooring line, the DP 

module computes and returns the required thrust for each thruster to 

maintain the desired heading angle and position. The two modules 

were developed using Python. The ice load and thrust values returned 

from the modules are integrated with the environmental load, vessel 

motion, and mooring line information within OrcaFlex to assess the 

station-keeping performance.

Fig. 9 shows the arrangement of the DPS installed on the floating 

object subject to analysis. Two tunnel thrusters are located at the bow 

of the vessel, and two Azipod thrusters are located at the stern of the 

vessel to assist the mooring system. Considering the characteristics of 

the DP-assisted mooring, the arrangement was designed to focus on 

maintaining direction rather than station-keeping performance. Table 6 

shows the thrust capacity and position of each thruster. The target 

position of the DPS was the initial coordinates of the vessel, and the 

target heading angle was set to have a constant value along the 

direction in which the ice load is acting.

The mooring system used for station keeping was designed using 

OrcaFlex, and its arrangement is shown in Fig. 10. It is an internal 

turret mooring system and consists of four bundles. Each bundle 

consists of four mooring ropes in the form of chain–wire–chain. The 

water depth of the sea area where the mooring system is expected to be 

installed is 200 m. The footprint radius was set at 5.0, which is five 

times the depth of the water. The minimum breaking load (MBL) of 

the chain was designed at 26,952 kN.

The Barents Sea in the Arctic region was selected as the area where 

the station-keeping simulation would be performed. Based on the 

maritime data measured in the selected sea area, conditions were 

Table 6 Specifications and coordinates of the thrusters

Turret No.
Type of 
thruster

Thrust (kN) x y z

1 Tunnel 330 91 0 0

2 Tunnel 330 86 0 0

3 Azipod 1600 -113 6.5 0

4 Azipod 1600 -113 -6.5 0

Fig. 10. Configuration of the mooring system for the floater

Table 7 Environmental conditions for the stationkeeping simulation

Case

Direction (deg) Magnitude

Ice Wave Wind Current 
Wave Wind Current 

 (m)   (s) (m/s) (m/s)

1 165 165 165 165

10.3 13.71 31.86 0.782 180 180 150 135

3 145 180 150 135

determined by applying a return period of one year for the waves, 10 

years for the current, and 100 years for the wind. This setting was 

chosen because large waves are not formed in areas covered with ice, 

while the wind still causes a huge impact. Applying the same ice load 

for the station-keeping analysis under an ice-free condition created a 

harsh condition. It was verified that station keeping was impossible 

under such a condition. Table 7 shows the magnitude of each marine 

environment and the direction in which it is acting. The direction in 

which environmental conditions of wave, wind, and current are acting 

was configured based on the DNVGL-OS-E301 standards. Case 1 is a 

collinear condition where the environmental loads act in the direction 

that is 15° relative to the direction towards the bow of the vessel. Cases 

2 and 3 are noncollinear conditions. Here, the waves are acting in the 

direction toward the bow, while the wind and current are acting in the 

directions that are 30° and 45° relative to the direction of the waves, 

respectively. Meanwhile, the direction in which the ice load acts 

generally follows the direction of the current. However, because it is 

affected by the wind, there are no definitive rules for the direction of 

the ice load. Hence, the direction of the ice load was set to match the 

direction of other environmental loads for the collinear condition. In 

Case 2, it was configured to align with the incident angle of the waves. 

For Case 3, the direction of the ice load was set to be halfway between 

the current and the wind directions to consider the interactions 

between the current and the wind.

4.2 Validation Test for the Ice Load Generated by the 

Developed Module

The station-keeping simulation was performed using the ice load 

module, considering the ice load based on the changes in the heading 

angle. The heading angle was maintained within 10° of the target 
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(a)

(b)

(c) 

Fig. 11 Comparison between ice loads from the model test and the 

simulation

heading angle. Hence, the ice load data generated in time series were 

examined to determine whether they lie within the maximum values of 

the measured data in the towing experiments with incident angles of 0° 

and 10°. The comparison results are shown in Fig. 11. The entire set of 

simulation data spans over 12,000 s. However, only the simulation 

data from the first 500 s were represented in the graph to compare the 

data values directly.

The ice load data generated by the module are represented by a 

green line, while the measured values from the experiments are 

represented by a yellow line. The red lines above and below the ice 

load data represent the maximum measured values when the incident 

angle is 10°. (a) The   graph has the highest qualitative similarity 

between the values generated by the module and the experimental 

measurement values. (b) The   graph shows slight differences, but 

the generated values and the measured values lie within the maximum 

measurement values from the 10° towing experiment. (c) The 
comparison graph has the largest difference from a normal 

distribution, and the generated values and the measured values are 

slightly different. However, the random values are still generated 

normally within the maximum values.

The ice load, along with other environmental loads, acts on the 

structure. Thus, the magnitudes of the environmental loads recorded in 

the simulation were compared to check the proportion of the ice load 

to the total load, and the comparison graphs are shown in Fig. 12. 

Graphs (a), (b), and (c) are plots of the entire environmental load by 

(a)

(b)

(c) 

Fig. 12 Comparison of magnitude of ice load with other environmental 

loads

each factor for the x-axis, y-axis directional loads, and z-axis moment 

of the structure. The variation was approximately 10° from the target 

heading angle at each time point on the graph. Therefore, graph (a), 

which compares the loads acting on the x-axis, confirmed that the ice 

load is larger than other environmental loads. Furthermore, graphs (b) 

and (c) show that the magnitude of the wind has the greatest value. 

However, the variation in the heading angle is not significant; hence, 

the y-axis directional load and z-axis directional moment caused by 

waves are greater than those induced by the ice load, wind, and current.

4.3 Derivation of Limit Status of DP Heading Control

To verify that the generated ice load acts on the floating object 

properly and derive the limitations of the DP performance based on the 

direction in which the ice load acts, a position control test and heading 

angle control test were performed on the DPS without mooring lines 

Fig. 13 Setting for the performance test of the DP heading control



402 Hyun Hwa Kang et al.

(a) Case 1

(b) Case 2

(c) Case 3 

Fig. 14 Simulation results of designed DP-assisted mooring system for the cases in Table 7
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under the environmental conditions, considering only the ice load. Test 

1, shown in Fig. 13, involved continuously maintaining the heading 

angle, which was initially set to an arbitrary value. In Test 2, the 

maximum angle that satisfies the station-keeping performance was 

verified when the DPS was rotated from the initial heading angle, 

which was set arbitrarily to the target heading angle selected based on 

the direction of the ice load.

In Test 1, the station-keeping and direction control performances 

were satisfactory from 0° to 4°. However, the DPS could not be 

controlled at angles greater than or equal to 5° because of the excessive 

environmental loads. Due to the thrust capacity of the thrusters at the 

stern of the vessel, based on their location, creates limitations in 

maintaining the position and controlling the direction simultaneously. 

In Test 2, station keeping and direction control were made possible by 

rotating in the direction in which the ice load is acting, up to 17°, to 

minimize the ice load. However, the control performance was lost at or 

above 18° because the environmental loads could not be withstood 

when rotating toward the target heading angle. Through this test, it was 

verified that the generated ice load is properly acting on the structure.

4.4 Evaluation of Stationkeeping Performance

An evaluation must be performed to determine whether the 

station-keeping performance of the structure is suitable for the 

environment of the sea area when the ice load is acting on the structure 

in icy sea waters. The position and heading angle information and the 

mooring line tension information based on the analysis results of the 

DP-assisted mooring system, considering the environmental loads, are 

shown in Fig. 14. The environmental conditions for Cases 1–3 have 

been explained earlier, and Figs. 14(a)–(c), respectively, are the graphs 

of the results for these cases. The magnitude of the environmental 

loads is the smallest for the collinear condition described in Case 1. 

When Cases 2 and 3 are compared, both having a noncollinear 

condition, the overall environmental load of Case 2 is smaller than that 

of Case 3. In Case 2, the ice load acts in the direction toward the bow 

of the vessel, while the direction of the wind and the current direction 

have a contained angle in Case 3. All analysis results show that the 

position of the structure was kept within the target radius of 25 m. 

Moreover, it was verified that the radius tends to fluctuate in 

proportion to the magnitude of the environmental loads based on the 

target heading angle. The data for the mooring line tension graph 

contain values ranging from 0 to 10,000 kN. These values are small 

compared with 16,171.2 kN, which is equivalent to 60% of the MBL 

and is a tension requirement for survival conditions. In other words, 

the position requirements and mooring line tension requirements were 

met for all conditions. Thus, it can be concluded that station-keeping 

performance has been satisfied from the perspective of the station 

keeping of the structure and the tensile force of the mooring lines.

To verify the DPS auxiliary performance, the results of the 

DP-assisted mooring system in Case 3, which has a relatively harsher 

condition, were compared with the results of a stand-alone mooring 

system under the same environmental loads. The graphs in Fig. 15 

show the comparison of the position and heading angle data and the 

mooring line tension data between the DP-assisted mooring system 

and the stand-alone mooring system.

The red line represents the stand-alone mooring system results, and 

the blue line represents the results of the DP-assisted mooring system. 

The simulation results showed that both systems satisfy the target 

radius for station keeping. In addition, the tension values of mooring 

lines fall within the acceptable range, within 60% of the MBL, and 

meet the criteria. However, compared with the DP-assisted mooring 

system, the stand-alone mooring system drifted toward the upper-left 

region and came close to the target radius of 25 m in the case of station 

keeping. Furthermore, the tension graphs in the fourth row represent 

the data for tension acting on the fourth bundle (mooring lines 13–16) 

Fig. 15 Comparison of mooring line tensions between DP-assisted mooring (DPAM) and stand-alone mooring systems
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as the vessel drifted toward the upper-left region. The fourth bundle is 

located in the lower-right part of the vessel. The graphs verified that 

the stand-alone mooring system tension values are greater than the 

tension values for the DP-assisted mooring system. 

The average tension for the fourth bundle of the stand-alone 

mooring system is 3,167 kN, and there is a large difference in average 

tension between mooring line 13 and mooring lines 14–16. However, 

the average tension for the bundles of the DP-assisted mooring system 

is 2,920.5 kN, and the average tension of each mooring line is similar. 

The average tension reduction caused by the DPS is 200 kN, and the 

difference in maximum tension between the two systems is 5,375.4 

kN. Hence, the tension reduction effect can be verified.

5. Conclusions

To perform a simulation of the DP-assisted mooring system in the 

time domain based on the results of the experiments conducted in the 

ice tank, an ice load generation module was developed, and its process 

was established. An interpolation function was generated based on the 

mean and standard deviation of the measured data, and the mean and 

standard deviation values for an arbitrary heading angle were set. An 

arbitrary random number was generated by assuming a normal 

distribution to establish a process for generating ice loads in a 

particular time and heading angle.

Using a module developed in Python, commercial dynamic analysis 

software, OrcaFlex, was configured such that the ice load can be input 

as an additional load. A simulation was performed to assess the 

station-keeping performance of the floating structure in the polar 

region, which was designed for combined environmental loads, 

including the ice load. The results of the simulation are summarized as 

follows.

(1) Although the simulated ice loads lacked statistical consistency 

with the experimental data, their validity was verified by creating ice 

loads that share some of the statistical characteristics and applying 

them to the simulation in the time domain. Although random variables 

were generated by assuming a normal distribution in this study, other 

distributions, such as a log-normal distribution, can be easily applied. 

Because the direction angle of the structure kept changing in the 

simulation, it is difficult to make a direct comparison between the 

simulation data and the values measured in the experiment while 

maintaining a particular angle. However, the analysis of the mean and 

maximum values, one of the main factors that characterize the ice load, 

is deemed acceptable.

(2) Using the relative magnitude of the ice load and the DPS, it was 

found that the limit for maintaining the heading angle is approximately 

4°. For the floating structure applied in the simulation, there were 

limitations in maintaining the position and controlling the heading 

angle simultaneously because the difference in thrust value between 

the thrusters installed at the bow and stern was significant.

(3) Efforts were made to control the heading angle so it would match 

the ice load. As a result, the heading angle and the ice load could be 

matched, even when the contained angle was at 17°. The overall load 

acting on the structure is reduced by rotating the heading angle in the 

direction where the load is exerting the greatest force. As a result, it is 

possible to control the station keeping. This result, along with the 

previous simulation results, can be used as a reference for setting the 

acceptable heading angle in the DP-assisted mooring system.

(4) Simulations were performed under a collinear condition, as well 

as under two different noncollinear conditions where the direction in 

which the ice load acts was different. The results showed that the 

station-keeping systems satisfied the performance requirements of the 

design phase. Because the mooring system is designed rather 

conservatively, the DPS did not seem to contribute to the 

station-keeping function. However, in a noncollinear condition, the 

difference in maximum tension between the stand-alone mooring 

system and the DP-assisted mooring system was 5,375 kN. Hence, the 

tension reduction effect of the DPS was shown. This result could be 

the basic data for redesigning a mooring system.

Based on this study, further simulations are planned to effectively 

operate the designed structure in harsh maritime environments. The 

sensor system will be replaced in the planned experiments to measure 

the ice load more accurately. Moreover, the ice load generation 

module will be enhanced so that additional factors needed to generate 

the ice load in the time domain can be studied and incorporated. 

Currently, the target position and direction of the DPS are used by 

setting arbitrary constant values. In the future, its logic should be 

reconstructed to proactively contribute to the tension reduction of the 

mooring system.
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1. Introduction

High-precision wave prediction technology is imperative for both 

the design of ships and offshore structures to be operated at sea and 

also for their maintenance. Because ocean wave have nonlinear 

characteristics, a broad understanding of waves and highly precise 

numerical techniques are required to accurately predict their 

generation and propagation.

The numerical technique for predicting waves is mainly the 

efficiency analysis based on potential flow. There are two methods to 

reflect the nonlinear boundary conditions of the free surface. One is a 

higher-order analysis method base on the perturbation method, and 

another one is mixed Eulerian-Lagrangian (MEL) methods (Longuet- 

Higgins and Cokelet, 1976) using a completely nonlinear free surface 

condition.

In particular, the MEL method, which is flexible for the analysis of 

the strong nonlinearity of free surface and wave-body interactions, was 

applied using various solution methods of the Laplace equation such as 

boundary element method (BEM), finite element method (FEM), and 

harmonic polynomial cell (HPC) (Longuet-Higgins and Cokelet, 1976; 

Wu et al., 1998; Shao and Faltinsen, 2014). Because the mentioned 

solution method of the Laplace equation inevitably requires matrix 

operation, the MEL method, which reconstructs the free surface grid 

every time step to reflect the completely nonlinear free surface, 

requires high computational costs for calculations of a solution of 

boundary value problem(Oh et al, 2018). In contrast, the higher-order 

spectral (HOS) method of Dommermuth and Yue (1987), based on a 

higher-order analysis method, can determine the solution of the 

boundary value problem using the fast Fourier transform (FFT) 

without a matrix operation. Therefore, compared to the MEL-based 

analysis method, this method is significantly more computationally 

efficient (Kim, 1993). Therefore, the HOS method is widely used for 

predicting the propagation and generation of nonlinear waves 

(Ducrozet et al., 2016). Owing to the recent developments in 

computing equipment, computational fluid dynamics (CFD) is being 

increasingly used for analyzing loads and the behaviors of offshore 
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structures. However, the direct CFD simulation for irregular sea state 

requires high computational cost, and cumulative error due to 

long-time simulation is inevitable. Currently, studies on the potential 

flow method and CFD coupling are actively being conducted to 

address this challenge and generate efficient and highly precise 

irregular wave predictions. In particular, the HOS method is known to 

be one of the best methods for CFD coupling in terms of high accuracy 

and computational efficiency (Gatin et al., 2017). Therefore, it is 

expected that the development of a wave simulation code via the HOS 

method can be widely used for both the nonlinear wave prediction 

study and the efficient implementation of the CFD wave field. 

Because boundary conditions except that of the free surface cannot 

be defined, it is challenging to generate waves like a wave tank using 

the conventional HOS method. Under the nonlinear free surface 

conditions, it is necessary to fine-tune the results of repetitive 

calculations because the transfer function can only be calculated under 

the linear free surface conditions although waves can be generated via 

the disturbance of the free surface. Therefore, to work on the boundary 

condition for the wave generation, Kim (1993) introduced the 

boundary element method to the HOS method while Bonnefoy et al. 

(2006) worked on the boundary condition for the wave generation 

using the pseudo-spectral basis of the cosine function and an additional 

potential technique. The aforementioned methods are cumbersome 

because they require the introduction of a separate additional boundary 

value problem. Recently, Liam et al. (2014) applied a nonlinear 

adjustment zone to the analytic and variational Boussinesq models to 

successfully transform the linear wave generated in the free surface 

into a nonlinear wave, which is expected to be applied to the HOS 

model. 

In this study, a nonlinear wave simulation code using an efficient 

HOS method was developed. According to the expansion of 

Dommermuth and Yue (1987), the vertical velocity of the free surface 

boundary, which depends on the HOS order, was estimated and 

applied to the nonlinear free surface boundary condition. Time 

integration was performed using the fourth order Runge–Kutta 

method, which is known to be stable against the nonlinear free surface 

problem. The zero-padding method was used to secure numerical 

stability against the aliasing effect (Canuto et al., 1988). The nonlinear 

adjustment region (Liam et al., 2014) and wave damping zone were 

introduced for the simulations of wave generation. The adjusted 

simulation of Dommermuth (2000) was performed and compared with 

the eighth order Stokes theory to verify the developed code. The 

long-time simulation was performed on the irregular wave 

distribution to determine the characteristics of nonlinear wave 

propagation. Nonlinear adjustment and damping zones were 

introduced to implement a numerical wave tank, thus confirming that 

a nonlinear regular wave was successfully generated. As the mean 

wave steepness increased, the nonlinear interaction between wave 

components was numerically evaluated by simulating the generation 

of irregular waves based on the mean wave steepness in the numerical 

wave tank.

2. Mathematical Formulation and 

Numerical Technique

2.1 Mathematical Formulation

In this study, a rectangular fluid domain with a horizontal length  

and constant depth  was considered in a Cartesian coordinate system. 

In this coordinate system, the mean water surface was on the x-axis 

while the vertical z-axis was directed upwards. Assuming that the fluid 

is incompressible and inviscid and the flow is irrotational, the velocity 

of the fluid defined as the gradient of the velocity potential   and the 

continuity equation, which is the governing equation, is transformed 

into the Laplace equation as expressed in Eq. (1).

∇ 

 
      (1)

where, ∇  denotes a horizontal gradient operator. According to the 

study conducted by Zakharov (1968), the surface potential   at the 

free surface  can be defined by Eq. (2).

≡  (2)

Using the surface potential  , the kinematic boundary conditions 

and dynamic boundary conditions of the free surface can be expressed 

by Eqs. (3)–(4).



 ∇∇ ∙∇ (3)



   

 ∇

 

∇  (4)

where,   and   denote the acceleration due to the gravitational 

acceleration and vertical velocity of the free surface expressed in Eq. 

(5), respectively.

 


(5)

The vertical velocity   can be calculated using the HOS model 

presented by Dommermuth and Yue (1987) and West et al. (1987). 

The free surface  and surface potential   based on to time progress 

can be obtained by integrating Eqs. (3)–(4), which substitutes the 

calculated vertical velocity  . It is assumed that the horizontal region 

is infinite in the HOS model and the periodic boundary condition is 

adopted as expressed in Eq. (6).

  

    

 

(6)
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Eq. (7) was adopted in terms of the bottom boundary condition, 

which is the no-penetration condition condition.


 

  (7)

The velocity potential, which is the solution of the Laplace equation 

that satisfies the aforementioned free surface boundary condition (Eqs. 

(3)–(4)), lateral periodic boundary condition (Eq. (6)), and bottom 

boundary condition (Eq. (7)), can be defined by Eq. (8) using a Fourier 

pseudo-spectral basis.

 


cosh   
cosh    

  (8)

where,   denotes the time-dependent Fourier coefficient of the 

velocity potential, and   denotes wave number defined by Eq. (9), 

respectively.

  

      (9)

Similar to the velocity potential, the surface potential   and free 

surface  can be defined by a Fourier pseudo-spectral basis as 

expressed in Eqs. (10) –(11).

  


exp  (10)

 


exp  (11)

Where,   and   respectively denote the time-dependent Fourier 

coefficients of the surface potential and free surface. The expansions 

of the surface potential and free surface in Eqs. (10)–(11) were limited 

to the number of points in the free surface that define the physical 

quantity. Moreover, the Fourier expansion in Eqs. (10)–(11) provided a 

horizontal differential to the time integrations of the surface potential 

and free surface using Eqs. (3)–(4). However, because the vertical 

velocity   on the free surface is unknown, the vertical velocity   of 

the free surface can be measured using the HOS model according to 

the expansion of Dommermuth and Yue (1987). In the HOS model, the 

surface potential  , which is the physical quantity of the surface, and 

the free surface  were used to evaluate the vertical velocity W of the 

free surface. First, the velocity potential   can be expressed up to the 

given order of   with the perturbation expansion for wave steepness 

as expressed in Eq. (12).

  





       (12)

where, the perturbation potential  has a perturbation order of  

for the wave steepness. From the mean depth of   0, the perturbation 

potential  for the free surface can be expressed by Eq. (13) using 

the expansion of Taylor series.
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The vertical velocity   can also be expressed with perturbation 

expansion as in Eq. (14), as presented in Eq. (12).

  




        (14)

where, the vertical perturbation velocity  also has a perturbation 

order of  for the wave steepness and the vertical perturbation 

velocity  for the free surface  from the mean depth of   0 can 

be expressed with Taylor expansion as expressed in Eq. (15).

  
 



 








 



(15)

The perturbation vertical velocity  in Eq. (15) was calculated 

via the perturbation velocity potential , which can be used to 

measure the vertical velocity   at  using Eq. (14).

2.2 Numerical Technique

In this study, the free surface  and surface potential   can be 

predicted depending on time integration using Eqs. (3)–(4), which 

define the boundary conditions of the free surface. As for time 

integration, the fourth order Runge–Kutta method, which ensured 

stability, was adopted as presented by Dommermuth and Yue (1987). 

The physical quantity and vertical velocity W of the spatial differential 

included in the boundary condition of the free surface were calculated 

by applying the FFT algorithm. In this study, a numerical technique 

was implemented using MATLAB (Matrix laboratory). Because it 

supports the FFT algorithm and multi-thread, MATLAB provides fast 

computation. Regarding the HOS method, the multiplication of the 

nonlinear free surface boundary conditions was performed in a 

physical space rather than a spectra space. Although such 

transformation is efficiently performed using FFT, it leads to an 

aliasing phenomenon. It is therefore imperative to clearly eliminate the 

aliasing phenomenon to ensure the stability of the analysis owing to its 

influence on numerical stability. In this study, the zero-padding 

method was used to eliminate the aliasing phenomenon. Zero padding 

is a method for performing multiplication operations without aliasing 
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in the physical space by filling in zero to expand the spectral space 

prior to multiplication. This is accompanied by the expansion of the 

spectral space, leading to an increase in computational cost as the 

consequence of an increase in the calculation domain. Therefore, 

appropriate spatial expansion was achieved via the half-rule as 

expressed in Eq. (16) (Canuto et al., 1988; Gatin et al., 2017).

 


 (16)

where,  and   represent an extended space for zero padding 

and the number of free modes used in HOS simulation. The parameter 

  is completely independent of the aliasing phenomenon when the 

order   is selected. An increase in computational cost owing to the 

expansion of the aforementioned spectral space can be expected as the 

order   increases, as expressed in Eq. (16). In this study, the full 

de-aliasing(  ) was adopted because only two-dimensional 

calculations were performed. 

The analysis of the HOS simulation is generally performed from the 

initial conditions of free surface  and surface potential   at the free 

surface, in which the initialization is known to have significant 

influence on the numerical stability. According to the study by 

Dommermuth (2000), the simulation of the HOS method under the 

linear initial condition causes numerical instability because it does not 

satisfy the nonlinear free surface boundary conditions in Eqs. (3) and 

(4). Therefore, Dommermuth (2000) proposed an adjustment scheme 

to initiate the linear initial condition to the nonlinear free surface 

condition. This scheme enables the smooth transformation of the 

nonlinear solution via the relaxation of the nonlinear term of the free 

surface against time. Eqs. (17)–(18) express the free surface condition 

to which the relaxation of the nonlinear term was applied by 

introducing the relaxation time  and relaxation index   proposed by 

Dommermuth (2000).



     ∇∇∙∇    exp 
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In this study, the linear free surface   and linear potential   

were adopted as the initial conditions of the regular wave under deep 

sea conditions, as expressed in Eqs. (19)–(20).

 

  cos   (19)

  

    (20)

where,  , , and  denote the wave amplitude, wave number, and 

wave frequency of the linear solution. Concerning the initial condition 

of the irregular wave simulation, the free surface and linear potential of 

the irregular wave for the space can be defined by using the 

superposition of linear components. The wave amplitude for the wave 

frequency constituting the irregular wave from the defined wave 

spectrum   can be calculated using Eq. (21).




   (21)

By substituting the calculated wave amplitude   into Eqs. (22)–
(23), the initial conditions for the irregular wave simulation,   

and   can be calculated.

  
  



cos    (22)

  
  






       (23)

where denotes a uniform random number between zero and  , and 

the wave number   and wave frequency   are calculated via the 

dispersion relation. In this study, the joint North Sea wave project 

(JONSWAP) spectrum (DNV, 2010) was used to define the wave 

spectrum, as expressed in Eq. (24)

   





exp  

 


 
exp 

 



(24)

where  ,   , , and  denote a significant height, peak 

period, peak shape parameter, and normalizing factor, respectively. 

Furthermore,   is a spectral width parameter, which is determined 

depending on the peak wave frequency .

3. Numerical Simulation

Numerical tests were performed to verify the HOS code developed 

in this study and to observe related characteristics. An analysis of 

linear single waves was performed to verify the HOS code, whereas a 

numerical analysis of the irregular wave field implemented was 

performed using the JONSWAP spectrum defined above to understand 

the developed HOS code characteristics.

3.1 Adjusted Simulation of Single Wave

According to the study by Dommermuth (2000), when a linear 

solution is used as the initial condition and relaxation is applied to the 

HOS method for a certain period of time, it adjusts to a nonlinear 

solution. Dommermuth (2000) performed an adjustment simulation at 

a wave steepness of   = 0.1 and presented the convergence result of 

the eighth harmonic component of the Stokes wave. In this study, the 

developed code was verified by performing calculation conditions, as 

presented in Table 1, which are the same conditions as those of 

Dommermuth (2000); after that, the results were compared.
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Table 1 Calculation conditions for adjusted simulation

Item Value

 1

  (m) 0.1

 (s) ∙ 

 (-) 4

Fig. 1 HOS result of monochromatic Stokes wave 

Similar to the study by Dommermuth (2000), a single wave 

adjustment simulation was performed using 64 modes for 200 

seconds with a time step ∆  at 0.025 intervals. In the HOS 

simulation, the linear solution converged to a nonlinear Stokes wave, 

as illustrated in Fig. 1.

It was determined that the eight harmonic components of the eighth 

order Stokes wave converged over time and that the convergence 

pattern of each harmonic component was similar to the results 

obtained by Dommermuth (2000), as illustrated in Fig. 2.

The converged results were compared with the analysis solution, as 

well as the results obtained by Dommermuth (2000), as presented in 

Table 2. Compared to the analysis solution, it was inferred that the 

relative error of the code developed in this study was insignificant at 

less than approximately 0.1%. The validity of the developed code was 

verified via this result.

3.2 Irregular Wave Simulation

An irregular wave simulation was performed to understand the 

characteristics of the HOS method. Analysis conditions were defined 

with reference to the analysis case of Ducrozet et al. (2016), as 

presented in Table 3. The corresponding condition was a mean 

steepness of (    ) 0.1, where nonlinearity exists 

on the free surface

The initial conditions of the irregular wave for this case can be 

created using Eqs. (22)–(23), as illustrated in Fig. 3(a).

(a) Results obtained of Dommermuth (2000) (b) Results obtained by this study

Fig. 2 Adjusted simulation results for monochromatic Stokes wave

Table 2 Comparison of harmonic amplitudes of Stokes wave

Harmonic component Exact
Results of 

Dommermuth (2000)
Present results

Relative error (%)
 

1 9.9870520E-02 9.9870521E-02 9.986907E-02 -1.451901E-03

2 5.0594125E-03 5.0594021E-03 5.059028E-03 -7.600274E-03

3 3.8584235E-04 3.8584076E-04 3.857805E-04 -1.603243E-02

4 3.4929691E-05 3.4929474E-05 3.491949E-05 -2.921291E-02

5 3.4769679E-06 3.4769122E-06 3.475166E-06 -5.185076E-02

6 3.6763951E-07 3.6762101E-07 3.673037E-07 -9.142571E-02

7 4.0531740E-08 4.0530871E-08 4.047282E-08 -1.455792E-01

8 4.6076934E-09 4.611506E-09 4.599084E-09 -1.871981E-01
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Table 3 Calculation conditions for irregular wave simulations

Item Value

Spectrum type JONSWAP spectrum

  (m) 11.0

 (s) 12.5

 (-) 5

depth (m) 10,000.0

  (-) 512

  (m) 10,000.0

 (s) ∙ 

 (-) 4

∆ (s) 0.25

Duration of simulation (s) ∙

The spatial wave spectrum, obtained from the wave distribution 

generated, and the input wave spectrum were compared, as illustrated 

in Fig. 3(b). The two spectra exhibited satisfactory agreement, thus 

validating the generated wave distribution. The boundary condition at 

both ends was periodic and the wave from 10 000 m was re-introduced 

at 0 m when the simulation was performed. Therefore, the HOS 

method can efficiently simulate the development of irregular waves 

over a long period of time within a limited spatial grid. 

In this study, simulation was performed by varying the order   to 

1, 3, 5, and 8 for the same initial condition. Fig. 4 presents the 

normalized maximum wave height and kurtosis ( ) based on the 

change in time. When the normalized maximum wave height exceeds 

2 m, it is called an abnormality index (AI). It is known that the 

abnormality index and kurtosis are highly correlated with the 

occurrence of Freak wave (Kim, 2019). The abnormality index was 

calculated using max  and  was determined via the zero crossing 

analysis of the wave distribution at every time step. The kurtosis was a 

measure adopted to statistically establish the difference with the 

normal distribution, as defined in Eq. (25).

  





 
  



   (25)

where   and   denote the root mean square (RMS) of the spatial 

wave distribution of the wave height and the mean of the spatial wave 

(a) Wave elevations of initial condition (b) Comparison of spatial wave spectrum

Fig. 3 Initial condition of irregular wave simulations

(a) Time histories of normalized maximum wave height (b) Time histories of kurtosis

Fig. 4 Evolution of normalized maximum wave height and kurtosis
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distribution, respectively. It was inferred that as time progresses, a 

significant difference exists between the abnormality index and 

kurtosis of orders 3, 5, and 8 that reflect the nonlinear effect of the free 

surface when the order is one, as illustrated in Fig. 4. This 

phenomenon occurs because of the nonlinear interaction between the 

wave components. Although the abnormality index and kurtosis of 

orders 3, 5, and 8 developed similarly up to 260, the abnormality 

index and kurtosis of orders 5 and 8 exhibited different results from 

that of order 3 after 260. This indirectly showed that the order 

needs to be 5 or above when simulating 260 or above of the 

corresponding condition. Moreover, it was inferred that the 

normalized maximum wave height and kurtosis developed in a similar 

pattern, thus indicating that the two physical quantities are highly 

correlated.

The spatial wave spectrum was compared at the final time step, as 

illustrated in Fig. 5(a). The spectrum represents the distribution of 

energy, and the change in the spectrum indicates the change in energy 

distribution. Therefore, from the change in the magnitude of the 

spectrum of the corresponding wave number, it can be inferred that it 

was redistributed to the energy of other wave numbers. In the linear 

free surface boundary condition of order 1, it was concluded that the 

spatial wave spectrum is approximately similar to the initial value, 

thus indicating that the energy distribution between the components of 

the wave remains unchanged. However, the spatial wave spectra of 

orders 3, 5, and 8 exhibited different results from the initial values. 

This could be attributed to the nonlinear interaction between the wave 

components owing to the nonlinear free surface boundary condition, 

subsequently, it can be inferred that the wave energy was redistributed 

between the wave components. The wave displacement over time at 

the center point of the simulation domain was transformed into a 

spectrum, as illustrated in Fig. 5(b). It was similar to the initial value in 

the calculation condition of order 1, thus indicating the absence of 

interactions between wave components. However, the wave spectrum 

was different from the initial spectrum under the calculation 

conditions of orders 3, 5, and 8, which is also attributed to the 

nonlinear interaction between the wave components, and allows us to 

infer that the energy between the wave components was redistributed. 

From these results, it was determined that the irregular wave 

simulation using the HOS method is a satisfactory numerical tool for 

observing the nonlinear interaction between wave components. As 

earlier mentioned, it was concluded that the conventional HOS method 

has the advantage of the long-time simulation for the initial conditions 

given as periodic boundary conditions at both ends. However, there are 

limitations to this simulation in that waves are generated only in a 

limited space and at a specific point, such as in a test tank. A separate 

numerical technique is required to generate and simulate waves as in a 

test tank. In the following chapter, a numerical technique for the 

simulation of wave generation is described. The technique was 

verified and its characteristics were identified via numerical tests.

4. Numerical Technique and Numerical Simulation 

for Wave Generation

4.1 Numerical Techniques for Generating Waves

Because boundary conditions are undefined except those of the free 

surface, the conventional HOS method has limitations in 

implementing the boundary conditions of the piston- or flap-type wave 

maker, such as a traditional wave tank. Tuning through repetitive 

calculations is required because wave generation owing to the forced 

disturbance of free surface can be represented in a transfer function 

under linear free surface conditions alone and cannot be represented 

under nonlinear free surface conditions. Therefore, Kim (1993) 

applied the wave generation technique based on the submerged 

circular cylinder by merging the HOS method and the boundary 

element method, whereas Bonnefoy et al. (2006) adopted the 

pseudo-spectral basis of the cosine function and the additional 

potential technique to include the boundary condition for the wave 

generation unlike in the conventional HOS method. In this study, the 

feasibility of nonlinear wave generation was investigated via the 

forced disturbance of free surface using the wave transfer function at 

specific wave generation points unlike in the studies conducted by 

Kim (1993) and Bonnefoy et al. (2006). As earlier mentioned, the 

(a) Comparison of spatial wave spectrum at final time step (b) Comparison of wave spectrum at specific point (   0.5)

Fig. 5 Wave spectrums of irregular simulations
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Fig. 6 Nonlinear adjustment and damping zone

wave transfer function via the forced disturbance of free surface is 

only feasible under linear free surface conditions. Therefore, to make 

the wave transfer function possible in the nonlinear free surface, the 

nonlinear adjustment zone applied to the analytic and variational 

Boussinesq models by Liam et al. (2014) was introduced to the HOS 

method, as illustrated in Fig. 6. To prevent the inflow of waves owing 

to the periodic conditions at both ends, a damping zone was also 

applied, as illustrated in Fig. 6. 

The nonlinear adjustment zone plays a role similar to the 

aforementioned adjustment scheme presented by Dommermuth 

(2000). The nonlinear term of the free surface boundary condition 

degrades the simulation stability of wave generation for wave 

disturbances at a specific wave generation point. Therefore, similar to 

scheme of Dommermuth (2000), which weakens the effect of 

nonlinear terms against time, it is necessary to mitigate the effect of 

nonlinearity on spaces. The study on the nonlinear adjustment zone in 

Section 3.2 was conducted by Liam et al. (2014) and it was inferred 

that a larger adjustment interval   was required as the wave 

steepness increased.

The nonlinear adjustment zone is defined as a function of distance, 

as expressed in Eq. (26). The damping zone was applied to the 

boundary of both ends, as illustrated in Fig. 6. This was done to 

prevent the inflow and outflow of waves through the boundary owing 

to the periodic boundary conditions at both ends. The damping zone 

was applied to the physical quantity of each boundary condition, as 

expressed in Eq. (27).
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where,  and ,  , and   denote the boundary points 

of the damping zone, wave damping coefficient, and length of the 

damping zone, respectively. In this study,   was set to one and 

  was set at a wavelength longer than the generated 

wavelength. If the nonlinear adjustment and damping zones are 

applied to the free surface boundary condition of Eqs. (3)–(4), they are 

defined as expressed in Eqs. (28)–(29).
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Wave disturbances for wave generation were performed at the point 

where  was equal to zero, and the wave transfer function was 

calculated using the harmonic simulation results of white noise under 

the boundary condition of the linear free surface, as illustrated in Fig. 6.

4.2 Wave Generation Numerical Simulation

The wave generation simulation of regular and irregular waves was 

performed to verify and analyze the characteristics of the numerical 

technique for wave generation earlier described. The analysis was 

performed in the same calculation domain as in Fig. 7 under the 

calculation conditions presented in Table 4. 

Table 4 Calculation conditions for the wave generation simulation 

of regular and irregular waves

Item Value

  (m) 9,500

Depth (m) 10,000.0

   (m) 4,500.0

  (m) 500.0

  (-) 2,000.0

  (-) 1,024

∆ (s) 0.1

Fig. 7 Calculation domain for wave generation simulation
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Fig. 8 Wave transfer function for specific calculation condition

A wave transfer function can be created via the harmonic simulation 

results of white noise for the corresponding conditions, as illustrated in 

Fig. 8.    denotes the disturbance amplitude of the wave at the 

point where    .

The wave generation simulation of regular waves was performed under 

the conditions of wave steepness, where   was 0.025 and 0.126. The 

simulation that did not apply the nonlinear adjustment zone was 

additionally performed to understand the characteristics of the technique.

(a)   = 0.025 (  = 250 m, = 1.0 m)

(b)   = 0.126 (  = 250 m, = 5.0 m) 

Fig. 9 Regular wave making simulations

It was deduced that when   is 0.025, it indicates the condition for 

generating waves with weak nonlinearity, where the amplitude 

difference between orders 1 and 5 is insignificant, as demonstrated in 

Fig. 9(a). In contrast, the condition when   is 0.126 indicates the 

generation of waves with strong relative nonlinearity, which shows 

nonlinear characteristics with a high crest and steady trough, as 

demonstrated in Fig. 9(b). To strictly observe these nonlinear 

characteristics, it was compared with the 5th order Stokes wave 

(Fenton, 1985), as illustrated in Fig. 10. It was inferred that the shape 

of the generated wave did not only agree well with the 5th order Stokes 

wave, but also the waves of desired periods and amplitudes can be 

generated via the wave transfer function determined in advance, as 

demonstrates in Fig. 8. Regarding the application of nonlinear free 

surface boundary conditions without the nonlinear adjustment zone, 

the amplitude and phase of the wave differed from the linear result 

when   was 0.025, and the simulation of regular wave generation 

diverged when   was 0.126, as illustrated in Fig. 9(a). Consequently, 

it was concluded that it is necessary to apply a nonlinear adjustment 

zone when simulating wave generation via wave disturbance. It was 

determined that the HOS-based numerical harmonic tank can be 

implemented using a numerical technique such as nonlinear 

adjustment and damping zones based on the above results. 

In the same calculation condition as the regular wave, the simulation 

of the irregular wave was performed for the irregular wave condition 

in Table 5. To observe the nonlinear effect according to the increase in 

the significant wave height, the simulation was performed under the 

three conditions of the mean wave steepness (    ), 

which are 0.01, 0.05, and 0.1. The simulation of wave generation was 

performed by also varying orders 1, 3 and 5.

Fig. 10 Comparison of steep wave simulation (  = 0.126)

Table 5 Calculation conditions for irregular wave simulation

Item Value

Spectrum type JONSWAP spectrum

  (m) 1.1, 5.5, 11.0

 (s) 12.5

 (-) 5

Duration of simulation (s) ∙
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For comparison, the random phase was used identically in all 

simulations when generating irregular waves. After the relaxation 

distance of the nonlinear adjustment zone, a spectral analysis was 

performed on the wave time series at 4 points (   1252 m, 2505 m, 

3750 m, and 4994 m). 

Fig. 11 illustrates the mean wave steepness of 0.01. It was 

(a) Comparison of wave spectrum at    1252 m (b) Comparison of wave spectrum at    2505 m

(c) Comparison of wave spectrum at    3750 m (d) Comparison of wave spectrum at    4994 m

Fig. 11 Irregular wave simulations for mean steepness    0.01 (  1.1 m )

(a) Comparison of wave spectrum at    1252 m (b) Comparison of wave spectrum at   2505 m

(c) Comparison of wave spectrum at    3750 m (d) Comparison of wave spectrum at   4994 m

Fig. 12 Irregular wave simulations for mean steepness    0.05 ( 5.5 m)
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determined that the spectrum of 4 points almost coincide with no 

difference depending on the HOS order, and also that the spectrum of 4 

points almost coincide with the spectrum input when generating the 

wave. It can be inferred that energy was not redistributed between 

frequencies because there was an insignificant nonlinear interaction 

between wave components during the generation and propagation of 

irregular waves. This means that the nonlinearity that appeared was 

insignificant owing to the low mean wave steepness of the calculation 

condition. Fig. 12 illustrates the mean wave steepness of 0.05. Except 

for the case of order 1, it was determined that the difference in the 

input wave spectrum increased with an increase in the distance from 

the origin, which is the wave generation point. This indicates that the 

energy distribution between frequencies was insignificant owing to the 

nonlinear interaction between wave components during wave 

propagation as earlier mentioned. Because the results of orders 3 and 5 

are almost identical, it can be inferred that nonlinear interactions can 

also be reflected at order 3 when the mean wave steepness is 0.05. Fig. 

13 presents the results of mean wave steepness at 0.1. It’s similarity to 

the input wave spectrum was apparent when  was equal to 1252 m, 

which is the closest point after the relaxation distance of the nonlinear 

adjustment zone during wave generation; however, the difference in 

the input wave spectrum increased as the wave propagated away from 

the origin of wave generation. Consequently, it can be inferred that the 

nonlinear interaction of the wave increased compared to the previously 

described wave steepness condition. Based on the comparison with the 

mean wave steepness of 0.05, it was deduced that the energy 

redistribution between wave components was more significant owing 

to the nonlinear interaction between wave components during wave 

propagation. Some differences between the results of orders 3 and 5 

were determined, thus indicating that for the mean wave steepness of 

0.1, nonlinear interactions can be fully reflected only when the order is 

considered to be 5 or above similar to the results of the irregular wave 

simulation in Section 3.2.

5. Conclusion

In this study, a nonlinear wave simulation code was developed using 

an efficient HOS method. Because it can determine the solution of the 

boundary value problem using FFT without matrix computations, the 

HOS method is extremely efficient in its computation compared to 

other free-surface numerical techniques. The vertical velocity   was 

estimated based on the HOS order according to the expansion 

presented by Dommermuth and Yue (1987). Furthermore, the time 

integration for the nonlinear free surface boundary condition was 

stably performed using the Runge-Kutta 4th order method 

accordingly. The aliasing phenomenon caused by the multiplication of 

the nonlinear free surface boundary condition was eliminated using the 

zero padding method, thus securing numerical stability. The 

conventional HOS method is limited in its simulation of wave 

generation in a confined space, such as in a tank, with lateral periodic 

conditions. Therefore, in this study, a nonlinear adjustment and 

damping zones were introduced to implement a numerical tank 

capable of generating waves via surface disturbance. Several 

numerical simulations were performed using the developed code, 

(a) Comparison of wave spectrum at    1252 m (b) Comparison of wave spectrum at    2505 m

(c) Comparison of wave spectrum at    3750 m (d) Comparison of wave spectrum at    4994 m

Fig. 13 Irregular wave simulations for mean steepness   0.1 (  11.0 m)
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therefore, the following conclusions were derived based on the results 

of performed simulations:

(1) By performing the same nonlinear relaxation simulation as in the 

study by Dommermuth (2000), it was inferred that the linear solution 

converged to the eighth order Stoke wave solution. The HOS code 

developed in this study was verified by demonstrating that the 

convergence pattern was the same as that of Dommermuth (2000) and 

the convergence result was highly consistent with the analysis 

solution.

(2) The abnormal index and kurtosis over time were observed via the 

simulation of an irregular wave field with a mean wave steepness of 

0.1. A high correlation between the two physical quantities was 

determined based on the similarity of the time series development 

pattern between the abnormality index and kurtosis, which are known 

to exhibit high correlation with the occurrence of freak waves. It was 

inferred that to fully reflect the nonlinear interaction between waves in 

this mean wave steepness 0.1, order 5 or above needs to be considered.

(3) In the simulation of an irregular wave field, it was determined 

that the difference between the wave spectrum given as the initial 

condition and that of the final time step increased as the order 

increased. It was therefore concluded that energy was redistributed 

between wave components via the change in the wave spectrum, which 

can be deduced to have resulted from the nonlinear interaction 

between wave components.

(4) It was reconfirmed that the HOS method can efficiently simulate 

the development of irregular waves over a long period of time within a 

limited grid because the wave that outflowed from the ends was 

re-introduced through the starting point owing to the periodic 

boundary conditions at both ends.

(5) Using the simulation of wave generation based on the presence 

of a nonlinear adjustment zone, the difference in amplitude and phase 

of the wave was determined, as well as its propensity to trigger 

numerical divergence in the absence of a nonlinear adjustment zone. 

Therefore, it is necessary to apply a non-linear adjustment zone when 

simulating wave generation via wave disturbance. In addition, it was 

determined that desired nonlinear regular and irregular waves can be 

generated by the transfer function and nonlinear adjustment zone for 

wave disturbance at a specific point under the boundary condition of 

the linear free surface.

(6) The simulation of irregular wave generation based on several 

changes in mean wave steepness was performed and it was determined 

that the difference in the input spectrum increased as the wave 

steepness increased. This difference indicates an increase in energy 

redistribution between wave components owing to nonlinear 

interactions between wave components. From these results, the HOS 

method is inferred to be an excellent numerical tool for observing 

nonlinear interactions between wave components. 

In the future, studies on improving the proposed HOS code, as well 

as on the irregular wave field coupling of CFD will be continued by 

introducing the energy dissipation model which describes the breaking 

wave phenomenon, and conducting irregular wave model tests. 
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1. Introduction

Ships and offshore structures operating in harsh marine 

environments are easily exposed to wave impact loads such as green 

water and slamming due to high waves, and wave-in-deck loads of 

offshore structures. This can cause great damage to ships and offshore 

structures, or even cause capsizing (Faulkner, 2001; Ersdal and 

Kvitrud, 2000; Faltinsen, 2005; Kaiser et al., 2009). For the structural 

safety design of ships and offshore structures that can overcome the 

impact load caused by waves, the structural design criteria must first 

be established with an accurate estimation on the external force along 

with a quantitative understanding of the flow characteristics of the 

wave impact load. To this end, various experimental or numerical 

studies are being conducted to measure the pressure applied on the 

occurrence of wave impact loads and to quantitatively analyze the flow 

characteristics that cause them. The following representative studies 

have been conducted, and many other studies are currently being 

conducted: a study on the flow characteristics of the green water 

phenomenon that occurs in a simplified shape, and the measurement of 

the impact load by measuring the pressure applied on the deck and 

upper structure when a green water phenomenon occurs (Buchner and 

Voogt, 2000; Lim et al., 2012; Lee et al. , 2020); an impact mechanism 

analysis using pressure measurement of the slamming phenomenon 

occurring at the leading edge, and a wedge-shaped model (Faltinsen et 

al., 2004; Shams et al., 2017; Oh and Jo, 2015; Xie et al., 2018); and an 

experimental pressure measurement and flow characteristics study on 

the wave-in-deck load (Abdussamie et al., 2014; Duong et al., 2019). 

Most of these studies experimentally measured and analyzed the 

pressure applied on the surface of the structure by using pressure 

sensors, and qualitative analysis was mainly performed on the flow 

characteristics that cause impact loads. However, it may be 

challenging to apply the Froude similarity when the impact pressure is 

measured using a pressure sensor (Rouse, 1959), which is widely used 

in experimental studies due to the nonlinearity and uncertainty of the 

phenomenon itself (Ariyarathne et al., 2012). In addition, the pressure 

sensors can only measure pressure locally, which can create flow 

disturbance due to direct contact between the fluid and the sensor. In 

order to solve these problems, a method of estimating the impact 
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pressure using the surrounding flow velocity has been recently 

proposed (van Oudheusden, 2013). Thus far, the penetration method 

using conduction and resistance devices has mainly been used as an 

experimental method for measuring the flow velocity around ships and 

offshore structures, and a method using optical fibers has also been 

used (Chanson, 1997). However, these contact-type flow rate 

measurement methods generate disturbance of the surrounding flow 

due to direct contact with the fluid. Moreover, many non-contact flow 

rate measurement methods, which are used to measure the flow 

velocity through external optical image measurement, have been 

developed in order to overcome this shortcoming. Particle image 

velocimetry (PIV) is used to study the dynamics of various fluid 

properties, such as flow velocity and compressible fluids. PIV can be 

used to measure the position of particles in a fluid through optical 

image measurement without disturbing the flow, and to measure the 

velocity over the entire flow in the field of view at the same time. It is 

also used for high-precision verification of computational fluid 

dynamics (CFD) simulation, since it can provide the characteristics of 

the velocity field (Nila et al., 2013; Lee et al., 2016; Kim et al., 2019; 

Kim et al., 2020). This PIV-based velocity field measurement method 

can apply the Froude similarity to velocity, and can estimate the 

pressure field rather than the local pressure at the same time; thus, it is 

expanding its application range as an experimental pressure estimation 

method. 

The pressure estimation method using the instantaneous velocity 

field measured through PIV was first applied in the field of 

aerodynamics. Van Oudheusden (2013) showed the applicability of 

the pressure and load estimation method through the flow field around 

the wing measured using PIV, and this pressure estimation method 

was applied to various shapes, including the wing (De Gregorio, 2006; 

Spedding and Hedenström, 2009). In the field of marine engineering, a 

study was conducted using the velocity field measured by PIV to 

calculate the internal pressure and acceleration of a fluid in waves 

(Jakobsen et al., 1997). Panciroli and Prfiri (2013) estimated the 

pressure during free fall of a wedge-shaped structure using the velocity 

field measured through PIV, and compared and verified the results 

with potential theory. Kim et al. (2020) investigated the damping 

mechanism in the roll motion of a rectangular-shaped structure in 

waves using the surrounding velocity field measured through PIV, and 

compared the estimated pressure with the CFD analysis results. These 

studies showed the accuracy and applicability of the pressure field 

estimation method using the velocity field measured using PIV. 

In this study, the wave-in-deck load phenomenon was 

experimentally implemented, and a study was conducted on the 

application of the pressure estimation method using the instantaneous 

velocity field of the surrounding flow measured through PIV. A 

method of estimating pressure was proposed using the instantaneous 

velocity field of fluids based on the Euler equation, and measuring the 

local pressure for the wave impact load caused by the interference of 

the wave generated by the method of overlapping the regular wave 

with the deck structure fixed in the two-dimensional wave tank. The 

pressure estimation characteristics were compared depending on the 

time interval between the velocity fields for the instantaneous 

acceleration calculation, and a time interval setting method for 

accurate impact pressure estimation was proposed. In addition, a 

hydrodynamic analysis study was conducted on the mechanism of 

pressure generation of wave-in-deck loads by estimating the 

significant pressure field around the structure when an impact load 

occurs.

2. Theoretical Background

In order to estimate the pressure around the structure by using the 

instantaneous velocity field measured through PIV, the two- 

dimensional inviscid Euler equation is used as the governing equation 

in this study. The pressure gradient of the fluid in the PIV field of view 

can be estimated through the Euler equation-based Eqs. (1)–(2).
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where  denotes pressure,  denotes fluid density,  denotes time,  and 

 denote the Cartesian coordinate systems in the horizontal and vertical 

directions, respectively, and  and  denote the instantaneous 

velocities for  and , respectively. The spatial and temporal 

acceleration terms of the fluid at time  in Eqs. (1) and (2) were 

calculated by applying the central difference method (Eqs. (3), (4)) for 

the continuous velocity field measured through PIV, as shown in Fig. 1.
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(4)

where  denotes the time interval between images measured through 

PIV,  denotes the space interval between each vector, and  denotes 

the number of images between continuous velocity fields used in the 

acceleration calculation.

Fig. 1 Time step between each velocity field for calculation of 

acceleration 



Study on PIV-Based Pressure Estimation Method of Wave Loading under a Fixed Deck 421

Fig. 2 Pressure integration scheme in the study

Fig. 3 Spatial forward integration method

The forward difference (Eq. (5)) and the backward difference (Eq. 

(6)) were used according to the location to calculate the spatial 

difference at the edge of the PIV field of view.




 


(5)




 


(6)

The pressure field of the fluid in the field of view was measured by 

applying spatial integration to the pressure gradient in the fluid field 

measured through the above process. The schematic spatial integration 

process is shown in Fig. 2. First, the pressure at the free surface is 

assumed to be atmospheric pressure, and the measured pressure 

gradient along the line L1 perpendicular to the -axis direction is 

integrated for an arbitrary point A on the free surface. Then, the 

pressure for an arbitrary point B on the L1 line is measured through 

integration in the  direction and  direction along L2 perpendicular 

to L1. Based on the measured pressures on L1 and L2, the space 

marching integral (Eq. (7)) (Baur and Köngeter, 1999) is used to 

measure the pressure of the rest of the field, as shown in Fig. 3. Next, 

the pressure field for a location other than point A on the free surface 

was measured in the same way, and the average value of each location 

of the pressure field measured in each measurement process was used 

as the final pressure field.

    




∇∙  (7)

where   denotes a reference position, and  denotes a spatial 

position to be calculated.

3. Wave-in-Deck Load Experiment Method

3.1 Experimental Conditions

In order to examine the accuracy of the PIV-based impact pressure 

estimation method, the results were compared and verified by applying 

it to a model experiment (Duong et al., 2019) for wave-in-deck loads. 

The model experiment was conducted in a two-dimensional wave tank 

(32 m long, 0.6 m wide, 1 m deep) equipped with a piston-type wave 

maker and an inclined wave absorber, as shown in Fig. 4. The 

dimension of the deck structure was determined by referring to a 

jacket-type structure operating in the Gulf of Suez area with a similar 

ratio of 1:56 (Table 1). In addition, the breadth of the structure was set 

to 0.60 m, equal to the breadth of the tank, in order to exclude the 

three-dimensional effect of the impact load phenomenon.

In this experiment, a focused wave made with two regular waves 

with having different periods and wave heights was used to implement 

the deck impact load in extreme environments and to exclude the 

effects of previous waves. The focused wave has a relatively strong 

nonlinearity compared to the regular waves, and the main variables for 

the wave height and period of each regular wave used for the focused 

wave and the wave nonlinearity (Myrhaug and Kjeldsen, 1986) are 

listed in Table 2. In this experiment, the velocity field and pressure 

were measured when the wave-in-deck load occurred due to the 

focused wave. The time series of the waves used is shown in Fig. 5,

Fig. 4 Schematics of experimental setup

Table 1 Principal dimensions of prototype and model

Prototype Model

Length (m) 22.00 0.40

Breadth (m) 18.00 0.60

Water depth (m) 33.50 0.60

Deck clearance (m) 4.56 0.06

Table 2 Specifications of component and focused waves

Component 1 Component 2

Period (s) Height (m) Period (s) Height (m)

1.04 0.108 1.25 0.109

Focused Wave

 (m)   (m)  (m)   (s)   (s)   (s)   (s)

0.093 0.054 0.047 0.25 0.22 1.11 1.10
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Fig. 5 Time history of focused wave

where  denotes the crest height,   denotes the trough height,  

denotes the wave height,   and   denote the time taken for the wave 

to reach the crest from the average surface, and to reach the average 

surface from the crest, respectively, and   and   denote the zero 

up-crossing and zero down-crossing periods, respectively. Each 

variable is schematically shown in Fig. 5.

The deck structure used in the experiment was fixed at a distance of 

15 m from the wave maker, all experiments were conducted at a depth 

of 0.60 m, and measurements were performed immediately before the 

reflected wave from the wave absorber returned to the experiment site. 

Details on the experimental conditions and the implementation of 

overlapping waves are shown in Duong et al. (2019) and Duong 

(2019).

3.2 Pressure Measurement Method

Five pressure sensors were used to measure the wave impact load 

applied vertically on the lower deck (Fig. 6). A piezo-resistive type 

pressure gauge (Kistler 4043A2) that can measure both static and 

dynamic pressure at the same time was used as the pressure sensor, 

which was installed at five points in the center of the deck, spaced at 

equal intervals. The sampling rate of the pressure sensor was set to 5 

kHz through a pre-convergence test for the impact load. 

Post-processing was performed using a finite impulse response (FIR) 

low-pass filter to remove noise from the measured pressure signal. The 

cutoff frequency and filter order of the FIR filter were 150 Hz and 91st 

order, respectively, using the method proposed by Lee et al. (2020).

Fig. 6 Location of pressure sensor installations

3.3 PIV Measurement Setup and Method

In this study, the PIV technique was applied for the measurement of 

the instantaneous velocity field around the structure when the wave-in- 

Fig. 7 Experimental setup for PIV measurement

deck load was generated, as shown in Fig. 7. The particles used for PIV 

measurement had a neutral buoyancy of 57 µm in diameter and a 

specific gravity of 1.02. A continuous laser [maximum 8 W, 

wavelength () 532 nm] was used as a light source for the reflection of 

the particles. 

In terms of the PIV image, a high-speed charge-coupled device 

(CCD) camera (Redlake Y5) with a resolution of 2352 × 1728 pixels 

and a 105-mm optical lens (Nikkon, f# 2.8) were used to acquire 500 

images per second ( = 500 Hz) for a field of 0.44 × 0.32 m2. 

Adaptive cross-correlation (Theunissen et al., 2007, Eq. (8)) was 

used to increase the calculation accuracy by changing the size of the 

interrogation area to calculate the particle velocity for the measured 

image. The interrogation area was set to decrease from 256 × 256 

pixels to 64 × 64 pixels, and the interval between the finally calculated 

velocity vectors was 5.95 mm by applying 50% overlap.

∆∆ 


  

 


 

  

∆∆ (8)

where  denotes the cross-correlation function,  and  denote the 

number of pixels in the - and -direction interrogation area,  and  

denote the target image coordinates, and  and  denote the particle 

distribution of the continuous image. 

The false vector in the velocity field was removed and post- 

processed through a median test (Westerweel, 1994), as expressed in 

Eq. (9) below.

   (9)

where   denotes the surrounding vector,   denotes the 

test vector, and   denotes the limit value used for the test, which 

was set to 1.1 in this study. 

The measurement error of the PIV measurement method is the sum 

of the bias error and the random error, which is expressed as a function 

of    by dividing the particle diameter () in the image by the 

pixel interval (  ) (Prasad et al., 1992). The term  can be calculated 

as follows:

 


 
 (10)

where  denotes the ratio of the distance between the image and the 
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lens, and the distance between the lens and the field of view;   denotes 

the actual diameter of the particle; and   denotes the diameter of the 

particle observed in the image by laser diffraction (Hecht and Zajac, 

1974), which is derived from Eq. (11).

   (11)

The term    for the PIV measurement area used in this study 

was calculated to be approximately 0.09, and the corresponding 

measurement error was approximately 0.06 pixels (Raffel et al., 1998). 

In other words, it has a measurement error of approximately 2.55% of 

the local instantaneous maximum velocity (about 0.3 m/s) of the fluid 

measured through this PIV method.

4. Experimental Results

4.1 Comparison of Pressure Estimation Results According to 

Time Interval

The pressure estimation method using PIV proposed in this study 

may differ in accuracy and error depending on the time interval (∆ = 

2) between velocity fields used in the acceleration calculation. 

Therefore, the time interval selection for the pressure calculation 

should precede the pressure estimation for increased accuracy. 

The pressure estimation results and the measurement results through 

the pressure sensor in P1 for the wave-in-deck load phenomenon 

according to the time interval change (2 , 10, and 20) between the 

velocity fields for the acceleration calculation is shown in the time 

series in Fig. 8. The time (-axis) was nondimensionalized to period of 

the zero down-crossing ( ) of the free surface of the wave, and the 

pressure (-axis) was nondimensionalized to , as shown in Fig 8. 

The red dots are the pressure estimation results based on the PIV 

measurement velocity field, and the black solid line is the pressure 

measurement results measured by the pressure sensor in the model 

experiment. The pressure estimation results vary greatly depending on 

the change in . When  is relatively small (Fig. 8(a), ∆ = 2), a 

result close to the peak value of the shock pressure can be measured 

that rises momentarily when the wave hits the structure, but the 

estimated pressure results after the peak pressure fluctuate 

significantly. Conversely, when  is relatively large (Fig. 8(c), ∆ = 

20), the estimated pressure generally matches well with the pressure 

measured through the pressure sensor, but shows a significant 

difference in the maximum value of the pressure. In other words, it was 

found that the accuracy of the velocity field-based pressure estimation 

method measured through PIV decreased as the time interval between 

velocity fields for the acceleration calculation became longer or 

shorter. This is believed to be due to the phenomenon that the accuracy 

error increases when the time interval between the velocity fields is 

short, and the truncation error increases as the time interval increases 

when calculating the acceleration using the velocity field (van 

Oudheusden, 2013). 

The normalized root-mean-square deviation (NRMSD) of the 

measured pressure according to the change in time interval and the 

PIV-based estimated pressure were compared to determine the 

quantitative accuracy of the time interval between the velocity fields of 

the PIV-based pressure estimation method. NRMSD is calculated as 

follows:

max min







  



  


(12)

where   denotes the pressure measured through the pressure sensor, 

 (a)

 (b) 

(c)

Fig. 8 Comparison of estimated pressures and measured pressures 

at P1 with various time steps ((a) ∆  = 2, (b) ∆  = 10

 , (c) ∆= 20) 
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Fig. 9 NRMSD with different number of images between two 

velocity fields for calculation of acceleration ()

 denotes the estimated pressure using the PIV measurement results, 

and  denotes the discretized time.

The changes in NRMSD according to the number of images () 

between the velocity fields set for the acceleration calculation at each 

of the five pressure sensor installation positions are compared, as 

shown in Fig. 9. The NRMSD had the lowest value for  = 5 at all 

pressure sensor installation positions. This means that when the time 

interval between the velocity fields for acceleration calculation is 10, 

the result of the estimated pressure based on the PIV velocity field best 

matches the pressure measured by the pressure sensor. Based on this 

result, it was found that the time interval between the velocity fields of 

the PIV-based pressure estimation method for the wave-in-deck load 

showed the smallest difference from the pressure measurement results 

for ∆  = 10 . The NRMSD results proposed in this study are 

expected to show different results depending on the flow or pressure 

characteristics of each phenomenon to be estimated. In addition, it is 

determined that an appropriate time interval needs to be selected 

considering the characteristics of each phenomenon.

4.2 Pressure Field Estimation Results for the Case of Wave 

Impact Load

Fig. 10 shows a comparison of the pressure obtained using the 

instantaneous velocity field based pressure estimation method 

measured through PIV and the measurement results through the 

pressure sensor for the wave-in-deck load when the time interval 

between the velocity fields is 10( = 5). Overall, the instantaneous 

velocity field based pressure estimation method applied in this study 

produced results that are in good agreement with the measurement 

results through the sensors for the local pressure caused by the 

wave-in-deck load. The estimated results were close to the peak values 

of the impact pressure that increased for the short moment of the 

wave-in-deck load at each pressure measurement location. Afterward, 

the negative pressure generated due to the gradually decreased pressure 

as the wave moved away showed good agreement overall. However, 

the pressure was relatively low for the pressure measured by the 

sensors for the peak impact pressure that increased rapidly; in 

particular, the difference was greater for P1 and P2 located at the 

leading edge of the deck. This seems to be attributable to the truncation 

error that occurred due to the relatively large time interval between the 

instantaneous velocity fields measured by PIV compared to the rise 

(a) P1  (b) P2 (c) P3

(d) P4 (e) P5

Fig. 10 Time history of measured and estimated pressure
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time of the pressure when the impact phenomenon occurred. In 

addition, it is believed to have some differences, since the impact load 

estimation method used in this study did not consider the viscosity of 

the fluid based on the Euler equation. 

The pressure field under the deck estimated using the PIV 

measurement image and the velocity field of each occurrence of the 

wave-in-deck load are shown in Fig. 11. Each image of the contact 

at the leading edge (Fig. 11(a)), the moment the maximum pressure 

is measured at the pressure gauge measurement position (P1–P5) 

(Figs. 11(b)–11(f)), the emergence of the leading edge (Fig. 11(g)), 

and the moment the flow moves away from P1 according to the 

process of generating the wave-in-deck load are shown in Fig. 11. 

The -axis is the length of the structure (), the -axis is the depth 

of water ( = 0.60 m), the velocity is  , and the pressure is  

nondimensionalized, as shown in Fig. 11. 

At the contact at the leading edge (Fig. 11(a)), the pressure due to the 

waves begins to be applied to the structure, and this pressure increases 

gradually as the waves cross under the deck and propagate to the 

trailing edge of the deck. At the moment when the local pressure at the 

position of each pressure sensor peaks (Figs. 11(b)–11(f)), it is 

observed that the pressure of the surrounding fluid increases 

significantly at the same time. It was also found that the flow velocity 

around the contact area accelerated in the horizontal direction. It is 

believed that the free surface was deformed by the structure, 

momentarily impacting the structure, and a jet phenomenon, in which 

fluid is accelerated, occurred at the same time. In addition, it is found 

that the fluid pressure is smaller at the emergence of a leading edge 

(Figs. 11(e)–11(f)) than the pressure at the moment the wave first 

(a)   = 0.18  (b)   = 0.20

(c)   = 0.23 (d)   = 0.27

(e)   = 0.31 (f)   = 0.35

(g)   = 0.38 (h)   = 0.43

Fig. 11 Pressure and velocity fields under the deck at various wave phases
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impacts the leading edge of the structure (Figs. 11(b)-11(d)) as the 

wave energy is transmitted to the structure as an impact when the wave 

crosses along the lower deck. At the emergence of the leading edge 

(Fig. 11(g)), it is seen that a negative pressure lower than atmospheric 

pressure occurs from the leading edge of the structure above the free 

surface. This continues until the moment P1 is exposed to the 

atmosphere (Fig. 11(h)), and then the pressure at the bottom of the lead 

becomes equal to the atmospheric pressure as the wave moves away 

from the structure.

5. Conclusion

In this study, the pressure measured through pressure sensors, and 

the velocity field-based pressure estimation results were compared and 

analyzed. This was accomplished by applying a method for estimating 

fluid pressure using the instantaneous velocity field measured through 

PIV based on Euler’s equation to the wave impact load test under the 

deck conducted in a two-dimensional wave tank. 

It was found that the pressure estimation results of the velocity field 

based pressure estimation method applied in this study were 

significantly different according to the time interval (∆) between 

velocity fields for the acceleration calculation.When the time interval 

was short, the peak value of the instantaneously high impact pressure 

caused by the impact load was estimated well, but the overall pressure 

fluctuated due to an increase in the accuracy error. Moreover, the 

overall pressure was estimated well as the time interval increased, but 

the truncation error increased, resulting in a difference in the maximum 

value of the instantaneous impact pressure. 

In order to set an appropriate time interval to improve the accuracy 

of the velocity field based pressure estimation method, this study 

utilized the NRMSD to examine the quantitative error of the pressure 

estimation method. As a result, it was found that the wave-in-deck load 

had the lowest error at 10. However, the NRMSD must vary according 

to the flow and pressure characteristics of each phenomenon to be 

estimated, and an appropriate time interval for each phenomenon must 

be estimated using the NRMSD. 

In addition, it was found that the size of the maximum value of the 

impact pressure of the pressure estimation method based on the 

velocity field was slightly different compared to the pressure results 

measured by the pressure sensors. This seems to be attributable to the 

truncation error due to the relatively large time interval between the 

instantaneous velocity fields measured by PIV compared to the rise 

time of the impact pressure, which is believed to be the limitation of 

this method based on the Euler equation. 

The pressure field around the structure during the wave-in-deck load 

was estimated and presented using the instantaneous velocity field. 

Through the pressure field, the hydrodynamic characteristics of the 

surrounding fluid were analyzed when an impact phenomenon caused 

by waves occurred, and the mechanism of occurrence of impact 

pressure and negative pressure was found through the relation with the 

velocity field. 

The pressure field estimation method based on the instantaneous 

velocity field measured by using the PIV method can not only estimate 

the impact pressure without a pressure sensor, but it also has the 

advantage of being able to measure the pressure field without disturbing 

the flow in a wider range than conventional pressure sensors, which 

only measure local pressure. It is believed that this approach can be 

widely used not only for the fluid dynamic characteristics of complex 

fluid phenomena, such as impact phenomena, but also for the analysis 

of pressure generation mechanisms.
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Angular frequency (rad/s)

Wave number (rad/m)
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1. Introduction

The demand for ecofriendly and lightweight systems has been 

gradually increasing in the transport machinery industries, e.g., 

shipbuilding, automobiles, aviation, and railroads, with the growing 

interest in environmental issues caused by global warming and the 

development of industrial technology. These industrial changes have 

increased the proportion of vibration noise in the high frequency range, 

exacerbating the vibration-noise issue of transportation machinery 

systems. Therefore, developing technology for predicting the vibration 

noise in the corresponding frequency range is becoming important for 

ensuring competitiveness in the transport machinery industries. 

Typically, deterministic approaches based on displacement methods, 

such as the conventional finite element method and boundary element 

method, have been utilized for vibration noise prediction method in the 

low frequency range. However, because these methods lack efficiency 

and reliability, statistical approaches such as statistical energy analysis 

(SEA) and energy flow analysis (EFA) are generally applied in the 

high frequency range. Numerical methods such as the finite element 

technique can be applied in EFA because it has an energy governing 

equation in the form of a differential equation, in contrast to SEA. 

Thus, EFA has recently emerged as a new alternative to high- 

frequency range vibration noise analysis, because the modeling 

efficiency is high and a detailed design review of the design 

parameters can be performed. In the early days after EFA was 

proposed by Belov et al. (1977), an energy flow model for out-of- 

plane motion was developed, which was mainly based on various 

simple structural element theories, e.g., those of the membrane, Euler 

beam, and Kirchhoff plate. Recently, however, Park and Hong 

(2006a), Park and Hong (2006b), and Park and Hong (2008) developed 

an energy flow model of the Timoshenko beam and Mindlin plate that 

reflects the shear-deformation effect and rotatory-inertia effect to 

increase the accuracy of the previously developed EFA model in the 

high frequency range, thereby expanding the analysis area. When 

beams or plates are coupled at arbitrary angles in actual structures, 

such as ships and offshore structures, the out-of-plane motion and 

in-plane motion are coupled, and the modal density of the in-plane 

motion increases with the frequency, increasing the importance of the 

model for in-plane motion in EFA. Therefore, Park et al. (2001) 

developed an energy flow model for in-plane motion for the EFA 
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analysis of a coupled plate structure in a high frequency range. 

However, a study on the effectiveness of the energy flow model 

according to the frequency is needed, because no systematic 

comparison with the exact solution for the in-plane motion of the plate 

was performed in the study. In the present study, an exact solution of 

the in-plane motion for the plate coupled at an arbitrary angle was 

newly derived, and the effectiveness of the energy flow model for the 

in-plane motion of the plate was examined through comparison with 

the analysis results of the energy flow model.

2. Energy Flow Model for In-plane Motion of Plate

The equation of motion for the in-plane wave of a damped plate 

without a load can be expressed as follows (Dym and Shames, 2013):
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where  and  represent the in-plane displacements of the plate in the 

 and  directions, respectively,   represents the complex 

elastic modulus,  represents the structural damping loss factor,   

represents the Poisson’s ratio, and  represents the material density of 

the plate. The energy-flow model for the in-plane motion of the 

foregoing equation of motion can be derived by separating it into an 

in-plane longitudinal wave and an in-plane shear wave, as follows 

(Park et al., 2001): 
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where  and   represent the group velocities of the in-plane 

longitudinal wave and in-plane shear wave of a thin plate, 

respectively; 〈〉 and 〈〉 represent the energy densities of the 

in-plane longitudinal wave and in-plane shear wave averaged in space 

and time respectively; and  and   represent the vibrational 

input power for the in-plane longitudinal wave and in-plane shear 

wave, respectively.

3. Energy Flow Model for 

Out-of-plane Motion of Plate

The equation of motion for the out-of-plane motion of a damped 

Kirchhoff plate without a load can be expressed as follows (Dym and 

Shames, 2013):
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where   represents the complex flexural rigidity. The 

energy flow model for the flexural wave of the Kirchhoff plate derived 

from the foregoing equation of motion can be expressed as follows 

(Bouthier and Bernhard, 1995):









 〈〉〈〉 (6)

where   represents the group velocity of the out-of-plane flexural 

wave of a thin plate, 〈〉 represents the energy density of the 

out-of-plane flexural wave averaged in space and time and   

represents the vibrational input power of the out-of-plane flexural 

wave.

4. Analysis of Vibration Energy of 

Plate Coupled at Arbitrary Angle

The plate model coupled at an arbitrary angle was considered for an 

analytical study of the energy flow model for the in-plane wave of the 

plate.

4.1 Exact Solution of Coupled Plate Structures

In the exact solution of a coupled plate for which all the outer 

boundaries are simply supported, the displacement can be calculated in 

the form of a Levy series that satisfies the -direction boundary 

condition equations, i.e., Eqs. (7)–(10). The displacement in the - and 

-directions in the th region can be expressed using Eqs. (11)–(13).
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Here,    and , , and  represent the 
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wave solutions in the   direction that satisfy the equation of motion. 

The following equation can be obtained by substituting the 

out-of-plane displacement expressed by Eq. (13) into Eq.(5), i.e., the 

equation of motion (Park et al., 2001).




 





 
 

 
 

(14)

Here,  


 ) represents the flexural wavenumber of 

the plate in the th plate section, and   and   represent the density and 

thickness of the plate, respectively. Because Eq. (14) is a fourth-order 

homogeneous ordinary differential equation, the wave solution of the 

displacement  in the   direction can be obtained as follows:

 
 exp exp


 exp exp ×

(15)

where 
  

 
  and 

  
 

 . Although such an exact 

solution of the flexural wave, which is an out-of-plane displacement, 

was used to validate the energy flow model for the flexural wave of a 

plate, the exact solution of the in-plane displacement and the energy 

flow solution were not directly compared in previous studies (Park et 

al., 2001). Park and Hong (2008) derived an exact out-of- plane motion 

solution from the equation of motion implemented as the simultaneous 

differential equations for the Mindlin plate. The matrix equation can 

be obtained as follows by substituting Eqs. (11)–(12) into the 

simultaneous differential Eqs. (1)–(2) to obtain the wave solution in 

the   direction of the in-plane motion of a plate in a similar manner 

(Park, 2018).
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Here, the matrices  and  are given by Eqs. (17) and (18), 

respectively.
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The general solution of the above differential-equation system can 

be obtained as follows:

Fig. 1 Simply supported plates coupled at an arbitrary angle

 
  






 (19)

where  is the complex coefficient of the th-order mode, and 
  and   represent the th eigenvector and eigenvalue of 

matrices  , respectively. The number of unknowns for each 

plate boundary of the plate structure in Fig. 1 is 4 flexural waves and 4 

in-plane waves , requiring a total of 24 boundary conditions. The 

boundary conditions at    are expressed as follows.
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The boundary conditions at the excitation-point locations of     

and     are expressed as follows.

   (24)
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  (31)

Here,

 


 



 , 
 




 , 

 
 



  이다.

The boundary conditions at     , where the two plates are 

coupled at an arbitrary angle, are expressed as follows.

sincos (32)

  (33)

cossin (34)

sincos (35)

 (36)

cossin (37)
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 (39)

Lastly, the four boundary conditions at    are expressed as 

follows (similar to the boundary conditions at   ).

  (40)
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If the displacement solution is obtained using the foregoing 

boundary conditions, the energy density and vibration intensity of the 

flexural wave and the in-plane wave of the plate can be obtained using 

the following equations:
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where   and  
 

4.2 Energy Flow Solution of Coupled-plate Structures

The energy flow solution of the coupled plate can be obtained as in 

previous studies (Park et al., 2001). The Levy series solution that 

satisfies the -direction boundary condition of the energy governing 

equation in Eqs. (3), (4), and (6) was expressed, and the energy flow 

solution was calculated using the boundary condition of the wave 

solution in the   direction. 

〈〉 
  

∞

cos   (50)

Here, the wave solution of the energy density solution for each -type 

wave is given by Eq. (45).


 

  
 

  (51)

Here, 
±  represents the th-order mode coefficient of the wave 

solution traveling in the -type ± direction in the -plate region, and 


± .
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4.3 Energy Density Comparison of Coupled-plate Structures

It was assumed that the size of the plate structure in Fig. 1 was 

   1 m and that the coupled angle of the plate was 30°. 

The material of the plate was aluminum ( = 7.1 ×1010 N/m2 and  = 

2700 kg/m3), and the structural damping loss factor of the plate was set 

as  = 0.01 to express the spatial damping to a certain degree. All the 

plate thicknesses were  = 0.001 m. The vertical excitation force was 

applied to the center of the first plate position  = (0.5 m, 0.5 

m), and the size was 10 N. The number of modes for obtaining an 

approximate solution was set as 200 to improve the accuracy of the 

analysis. The analysis results for an exact solution at an excitation 

frequency of 10 kHz are shown in Figs. 2–5. The energy density of the 

flexural wave was the highest at the excitation point because the plate 

was excited with a vertical load, and it tended to decrease as the 

distance from the excitation point increased. Additionally, the plate 

had the highest energy density at the boundary where the plates were 

coupled at an arbitrary angle, because the in-plane wave was generated 

at the position where the two plates were coupled at an arbitrary angle 

(in contrast to the flexural wave), and the energy density decreased 

owing to the increased structural damping toward the inside of each 

plate. The propagation tendency of the vibration energy can be 

 

Fig. 2 Flexural energy density level (dB) distribution of exact 

solutions with  = 10 kHz and   = 0.01

Fig. 3 In-plane energy density level (dB) distribution of exact 

solutions with  = 10 kHz and   = 0.01

Fig. 4 Flexural intensity distribution of exact solutions with  = 

10 kHz and   = 0.01

Fig. 5 In-plane intensity distribution of exact solutions with  = 

10 kHz and   = 0.01

Table 1 Theoretical modal density of plate according to frequency 

change

Frequency (Hz)
Modal density (modes/Hz)

Flexural Longitudinal Shear

10,000 0.3188 0.0064 0.0021

30,000 0.3188 0.0192 0.0064

100,000 0.3188 0.0636 0.0213

observed in the excitation part of the vibrational intensity distribution, 

as shown in Figs. 4 and 5. The modal density of the plate vibration 

mode with respect to the frequency is presented in Table 1. Although 

the theoretical modal density of a flexural wave is constant with 

respect to the frequency, the in-plane wave tended to increase in 

proportion to the frequency.

The effectiveness of the EFA, which is a statistical approach, 

increased in the high frequency range with a high modal density. The 

energy density distributions of in-plane waves for exact solutions at 
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Fig. 6 In-plane energy density level (dB) distribution of exact solutions 

with  = 30 kHz and   = 0.01

Fig. 7 In-plane energy density level (dB) distribution of exact solutions 

with  = 100 kHz and   = 0.01

excitation frequencies of 30 and 100 kHz are shown in Figs. 6 and 7, 

respectively. The modal density increased with the frequency, 

increasing the mode superposition. 

The comparison results for the energy density of the exact solution 

and the energy flow solution at different frequencies, with   =  = 0.5 

m, are shown in Figs. 8–10.

Fig. 8 Comparison between the exact solution and the energy flow 

solution with  = 10 kHz and   = 0.01: , exact solution; 

☐, energy flow solution

Fig. 9 Comparison between the exact and energy flow solutions with 

 = 30 kHz and   = 0.01: , exact solution; ☐, energy flow 

solution

Fig. 10 Comparison between the exact and energy flow solutions 

with  = 100 kHz and   = 0.01: , exact solution; ☐, 

energy flow solution

Compared with the flexural wave, the modal density was relatively 

low for the in-plane wave at the same frequency, as indicated by the 

foregoing analysis results. Therefore, although the exact solution and 

energy flow solution for the flexural wave in the previous studies had 

similar energy density distributions owing to mode superposition even 

in a relatively low frequency range, the spatial distributions of the 

energy density of the exact solution and the energy flow solution 

became similar at a significantly high frequency. However, the 

in-plane energy flow solution successfully showed the average 

distribution of the exact solution even in a relatively low frequency 

range, indicating that the EFA is extremely effective for predicting the 

overall vibration energy level in the middle–high frequency 

broadband. The size of the plate was doubled (     = 2 m) to 

examine the effects on the plate size, plate coupled angle, and 

structural damping loss factor, as shown in Figs. 11–13, which present 

comparisons of the energy density between the exact solution and the 

EFA solution of the model with a plate coupled angle of 45° and a 

structural damping loss factor  = 0.001 for the plate material. Overall, 
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Fig. 11 Comparison between the exact and energy flow solutions 

with  = 10 kHz and   = 0.001: , exact solution; ☐, 

energy flow solution

Fig. 12 Comparison between the exact and energy flow solutions 

with  = 30 kHz and   = 0.001: , exact solution; ☐, 

energy flow solution

Fig. 13 Comparison between exact and energy flow solutions when 

 = 100 kHz,   = 0.001: : exact solution; ☐ : energy 

flow solution

the results were similar to those for the first example, even when the 

plate size, coupled angle, and structural damping loss factor were 

different.

5. Conclusion

In this study, the EFA, which is attracting attention as an effective 

vibration noise prediction method in the middle–high frequency 

ranges, was used to examine in-plane motions in coupled-plate 

structures. In previous studies, are view of the energetic characteristics 

depending on the frequency was performed by comparing the energy 

flow solution and the exact solution for the out-of-plane motion of the 

plate. However, a study on the reliability of the energy flow solution 

for in-plane motion was required, because no comparative review of 

in-plane motion had been conducted. In the present study, an EFA was 

performed to predict the average energy density level of the exact 

solution successfully for both out-of-plane and in-plane motions even 

in relatively low frequency ranges with a high out-of-plane modal 

density and low in-plane modal density. The EFA method is 

considered to be extremely effective for vibration analysis in the 

middle–high frequency ranges for engineers who are interested in the 

spatial distribution of the overall vibration energy level inside the 

structure rather than the spatial mode characteristics. In the future, the 

in-plane wave in the coupled model of the Mindlin plate, which has 

improved reliability in the high frequency range, must be verified.
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1. Introduction

Since 2000, coastal erosion has been worsening and spreading 

owing to disturbances of sand movement by coastal and port 

structures; the reduction of sediment budget by dams, weirs, and 

levees; and abnormal swells and storm waves. Along the eastern coast 

of Korea in particular, the narrowing of beach width is increasing. 

Furthermore, beaches are being damaged owing to the changing 

coastal environment and repeated beach erosion, which are emerging 

as serious problems in local communities. Consequently, since 2000, 

the government has been supporting measures against erosion through 

“coastal management plans” based on the Coast Management Act. 

However, an overdesign focusing on artificial structures is causing 

frequent failures owing to a lack of understanding of the phenomenon, 

poor reliability of predictions, and a misapplication of overseas cases. 

Along the eastern coast of Korea, many sand streams have developed 

and erosion caused by the construction of artificial structures is severe; 

in addition, beach erosion on the eastern coast has reached a serious 

level owing to an underestimation or poor reliability of the existing 

shoreline and topographic change models predicting erosion.

Among the various causes of beach erosions along the eastern coast 

of Korea, the main cause is the change in shoreline owing to the 

construction of artificial structures such as breakwater and groyn. 

Typical examples include port structures such as Sokcho Port in 

Sokcho-si, Gangwon-do and Gungchon Port in Samcheok-si, 

Gangwon-do; coastal structures on Yeongnang Beach in Sokcho-si, 

Gangwon-do and Bongpyeong Beach in Uljin-gu, Gyeongsangbuk-do; 

and the thermal power plant of Samcheok LNG in Samcheok-si, 

Gangwon-do. Kang et al. (2010) investigated the shoreline erosion on 

Yeongnang Beach that occurs from artificial structures when applying 

a headland construction method. Despite a large number of such types 

of erosion, few studies have been conducted on evaluation methods for 

determining how much impact coastal artificial structures have on 

beach erosion. 
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To evaluate the erosion occurring from the construction of artificial 

structures, it is necessary to predict the equilibrium of the shoreline 

owing to the transport of longshore sediment. Among the many 

equilibrium shoreline equations that have been proposed (Yasso, 1965; 

Hsu et al., 1987; Moreno and Kraus 1999), the parabolic bay shape 

equation of Hsu and Evans (1989) has been proven to be applicable in 

many coastal areas around the world. Furthermore, the Coastal 

Engineering Manual (USACE, 2002) adopted a parabolic bay shape 

equation (Hsu and Evans, 1989) as a means to preserve and manage 

the coasts of the U.S. In addition, Lim et al. (2019) demonstrated the 

validity of the parabolic bay shape equation using the wave data of the 

East Sea in South Korea. 

In this study, the rotation angle of an existing equilibrium shoreline 

is calculated using the parabolic bay shape equation of Hsu and Evans 

(1989), and a method for evaluating the beach erosion impact 

proportional to this rotation angle from initial shoreline is proposed. In 

addition, the criteria for evaluating the beach erosion impact owing to 

the construction of artificial structures are established by comparing 

the annual average erosion width calculated using the longshore 

sediment formula of the Coastal Engineering Research Center (CERC; 

USACE, 1984) with the rotation angle of an equilibrium shoreline. 

Finally, the distance affected by beach erosion was calculated along 

the eastern coast of Korea where artificial structures including port 

structures and power plants are built. 

2. Impact Assessment of Beach Erosion according 

to Rotation Angle of Equilibrium Shoreline

2.1 Parabolic Bay Shape Equation

The parabolic bay shape equation (PBSE) of Hsu and Evans (1989), 

which is a model that predicts the static equilibrium shoreline, is given 

as follows (Fig. 1):

sin
 


 

 
 



      for    ≥ (1)

sin 


      for    ≤ (2)

where  is the radial distance from the focus resulting from artificial 

structures to the equilibrium shoreline,  is the distance from the wave 

crest baseline of the shore baseline that passes through the control 

point,  is the angle formed by the line that passes through the control 

point and focuses at the wave crest baseline, and  is the angle formed 

by the wave crest baseline with the radial distance . Furthermore,   

(   ) is the fitting coefficient of the parabolic bay shape equation 

provided by Hsu and Evans (1989).

For a long sandy beach, the control point is far from the focus, and 

thus a simple approximate solution such as in Eq. (3) can be obtained 

(Lim et al., 2019). Because  is close to zero in this case, sin 

converges to . Furthermore, in the case of the equilibrium shoreline 

coefficient,   and   converge at zero, and   converges at 1. 

Therefore, the parabolic bay shape in Eq. (1) can be expressed as a 

simple relational expression  as follows:

≅


(3)

The approximate solution of the parabolic bay shape equation can be 

used to estimate the equilibrium shoreline simply by the distance  of 

the artificial structure and the angle  formed by the radial distance of 

the equilibrium shoreline with the wave crest baseline.

2.2 Erosion Impact Assessment According to the Rotation 

Angle of Equilibrium Shoreline

According to the longshore sediment formula of CERC (USACE, 

1984), the rotation angle  of the wave crest baseline with the 

shoreline is the main cause impacting the amount of longshore 

sediment. In other words, it can be estimated that the amount of 

longshore sediment increases in proportion to the rotation angle from 

the straight shoreline. However, it was assumed that variables such as 

the grain size of the sand and the wave height do not have a significant 

Fig. 1 Definition sketch of equilibrium shoreline gradients
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effect because their values are similar in most coastal areas. Existing 

shorelines are changed to equilibrium shorelines owing to the artificial 

structures in harbors or ports, and the shoreline is rotated as a result. At 

this time, the rotational angle  can be calculated using the ratio of 

coastal to transverse shoreline changes as follows:




 tan (4)

where  is the rotation angle of the equilibrium shoreline from the 

original shoreline,  is the equilibrium shoreline length from the 

existing shoreline toward the coast, and  is the shoreline length in the 

transverse direction from the existing shoreline. From the approximate 

solution of the equilibrium shoreline of Hsu and Evans (1989), the 

shore rotation angle  is derived from Eq. (4) as follows (Fig. 2):

  tan cossin
sincos 


 (5)

Using Eq. (5), the rotation angle of the equilibrium shoreline owing 

to the construction of artificial structures can be calculated simply 

using the angle  formed by the radial distance of the equilibrium 

shoreline with the wave crest baseline.

Therefore, from Eq. (5), the erosion impact distance  according to 

the distance  of the artificial structures can be derived as follows: 

 tan 
 ×tan

 (6)

where  is a variable that changes according to the distance  of the 

structure and erosion impact distance , and can be expressed as 

follows:

  tan  

 (7)

The erosion impact distance  according to the distance of the 

structure that satisfies the above two equations can be determined. The 

risk level from the erosion is proportional to the rotation angle of the 

equilibrium shoreline  from the existing shoreline. In other words, 

the erosion impact can be evaluated based on the amount of longshore 

sediments. In addition,   and   can be calculated as follows 

according to the distance  of the artificial structure: 

  tan 
 ×tan

 (8)

  tan 
 ×tan

 (9)

where   is the critical distance at which the impact is considered 

insignificant if the target beach is farther than   according to 

distance  of the artificial structure. If , the beach is at a 

safe level. By contrast,   is the critical distance at which the 

impact is considered serious if the target beach is closer than   

according to the distance  of the artificial structure. If , 

the beach is at a dangerous level. Furthermore, if the distance of the 

target beach is between   and  , the beach is at a level of 

caution.

3. Coastal Erosion Impact Analysis Using 

Longshore Sediment Formula

3.1 Longshore Sediment Formula

The construction of artificial structures causes a diffraction of 

waves, and the diffracted waves flow at an oblique angle between the 

incident wave and the coast and cause the transport of the longshore 

sediments. Komar and Inman (1970) conducted a field experiment on 

the coastal energy flux  and longshore sediment amount , and 

proposed the following equation: 

 ρ ρ


ρ ρ
 (10)

Fig. 2 Definition sketch of parabolic bay shape equation 



Impact Assessment of Beach Erosion from Construction of Artificial Coastal Structures Using Parabolic Bay 439

where  is the magnitude of the wave power,   is the sediment 

density,  is the seawater density,  is the sediment porosity, which 

has a value of 0.3–0.4, and  is an angle between the shoreline and 

breaking wave crest line. Furthermore,  is the longshore sediment 

coefficient and can have wide ranging values of between 0.04 and 1.1 

depending on the amount of sediment, but 0.77, the value suggested by 

Komar and Inman (1970), is mainly used. The coastal energy flux 

component  is defined as follows:

 cosαsinα (11)

where  is the wave energy and   is the group velocity. The CERC 

(USACE, 1984) formula based on Eq. (10) to express the wave energy 

and group velocity is as follows:

  
′ sin (12)

where  is the breaking wave height, and  ′  
, which is a related coefficient such as the unit weight of the 

sediment and porosity, which are not related to the wave conditions. 

Furthermore,  = 0.77 and  = 9.81m/s2,and = 2.57 and  = 0.35, are 

applied for general maritime cases. Thus, the coefficient has a value of 

approximately 0.167 for most sands. Furthermore, the rotation angle  

of an equilibrium shoreline from the shore baseline can be calculated 

using Eq. (5).

3.2 Calculation of Erosion Width Per Unit Time According to 

the Rotation Angle of Equilibrium Shoreline

In this section, the erosion width per unit time according to the 

rotation angle of an equilibrium shoreline is calculated using the 

longshore sediment formula. In addition, the appropriate rotation angle 

for the beach erosion impact assessment equation derived from the bay 

shape equation of Hsu and Evans (1989) is calculated. The beach 

erosion occurring from longshore sediment is caused by the difference 

in amount of sediment transport, as shown in Fig. 3, and the erosion 

width per unit time is expressed as follows: 




 




 (13)

where   is the berm height,  is the sand movement limit depth, and 

 is the erosion width. Furthermore, the erosion width per unit time 

can be calculated by applying the longshore sediment formula of 

CREC (USACE, 1984) in Eq. (12) to Eq. (13).

Fig. 4 shows graphically the annual erosion width   and the 

rotation angle of equilibrium shoreline  according to distance  of 

an artificial structure and the shore length . If the annual erosion 

width is less than 0.1 m, the beach is considered safe from erosion; if 

the annual erosion width is 2.5 m or larger, the beach is considered at a 

dangerous level. As shown in Fig. 4, if the rotation angle   of an 

Fig. 3 Definition sketch of beach erosion owing to longshore 

sediment transport

Fig. 4 Comparison of beach erosion according to CERC formula 

and shore rotation angle

equilibrium shoreline at a safe level is smaller than 0.1°, it is estimated 

that there is almost no impact from the artificial structures. By 

contrast, if the rotation angle   of an equilibrium shoreline at a 

danger level is larger than 0.35°, there is a high risk of erosion owing 

to artificial structures. For the coefficient  of the longshore sediment 

amount, 0.167 was applied as mentioned above, and the breaking wave 

height was assumed as 1 m. The erosion impact of artificial structures 

can be assessed more easily using the rotation angle  of an 

equilibrium shoreline. However, according to Fig. 4, the erosion width 

is slightly underestimated when the distance  is small and 

overestimated when it is large.

4. Assessment of Impact of Beach Erosion by 

Artificial Structures in Eastern Coast of Korea

The impact of beach erosion increases if the coastal and port 

structures are constructed too far from the coast. In this study, the 

erosion impact from artificial structures on the eastern coast of Korea 

is assessed using Eqs. (6) and (7). The impacts of the construction of 

port structures along the eastern coast including Donghae Port, 

Sokcho Port, and Gungchon Port, as well as the Samcheok LNG 

thermal power plant, on beach erosion are assessed. Fig. 5 shows the 

distances and shore lengths of the port structures and thermal power 
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plant and impact levels in each coastal area.

The distances of beaches at safe levels in terms of beach erosion 

from the artificial structures built in Donghae Port, Sokcho Port, 

Gungchon Port, and Samcheok LNG are 18.82, 6.59, 3.25, and 12.06 

km, respectively, according to distance . Furthermore, the distances 

of beaches at a level of danger from erosion are 8.03, 2.81, 1.39, and 

5.15 km, respectively (Table 1). Therefore, the Chogok Beach located 

of Gungchon Port in the southern part is assessed as a level of caution, 

whereas the Donghae Port, Sokcho Port, and Samcheok LNG are 

assessed as at levels of danger.

5. Discussion

The assessment method for erosion impact from artificial structures 

using the rotation angle of the equilibrium shoreline proposed above 

has the disadvantage in that Eqs. (6) and (7) need to be repeatedly 

calculated. Therefore, an approximate solution for the equation of the 

erosion impact from artificial structures is proposed in this section. 

The distance  of artificial structures and the shore length  receiving 

the erosion impact derived from Eqs. (6) and (7) have the following 

proportional relationship:

 (14)

where  is the erosion impact coefficient and has a different value 

depending on the rotation angle of an equilibrium shoreline. For the 

values of   and   calculated using Eq. (14), the erosion 

impact coefficients  have values of 8.5554 and 3.6514, respectively 

(a) Donghae port (b)Sokcho port

(c) Gungchon port (d) Samcheok LNG

Fig. 5 Construction information of coastal structures in East Sea of Korea (Google Earth Image)

Table 1 Evaluation of beach erosion from coastal structures in East Sea of Korea

Structure Beach


(km)


(km)

(km)


(km) 




 Impact

Donghae port Samcheok Beach 2.20 4.00 18.82 8.03 4.7055 2.01 danger

Sokcho port Sokcho Beach 0.77 2.20 6.59 2.81 2.9944 1.28 danger

Gungchon port Chogok Beach 0.38 2.45 3.25 1.39 1.3270 0.57 caution

Samcheok LNG Gopo Beach 1.41 2.82 12.06 5.15 4.2777 1.83 danger
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 Table 2 Variables according to beach erosion impact

Impact   

Safe 0.1 m/yr 0.1° 8.5554

Danger 2.5 m/yr 0.35° 3.6514

(Table 2). When the result of Eq. (6) is compared with the 

approximate solution of Eq. (14), they have almost identical trends in 

a straight line.

6. Conclusions

Among the 96 coastal areas on the eastern coast of South Korea, 75 

are at a danger level of erosion (Gangwon Province, 2017). It is 

therefore necessary to establish a method of assessing the impact of 

artificial structures built on the coast on beach erosion. In this study, an 

assessment method for the impact of artificial structures is proposed 

based on the rotation angle of an equilibrium shoreline obtained from 

the parabolic bay shape equation of Hsu and Evans (1989). It can be 

considered that beach erosion from artificial structures is at a more 

dangerous level in proportion to the rotation angle of an equilibrium 

shoreline from the shore baseline. For a quantitative assessment, the 

results were compared with the annual average erosion width 

calculated using the longshore sediment formula of CERC (USACE, 

1984). The qualitative assessment criteria were established as being at 

a safe level if the rotation angle of the equilibrium shoreline is less 

than 0.1° and at a level of danger if it is 0.35° or greater.

Using the method proposed in this study, the impacts on beach 

erosion owing to the construction of large artificial structures in 

Donghae Port, Sokcho Port, Gungchon Port, and the Samcheok LNG 

Plant were evaluated. The values of , which is the 

assessment criterion of the danger level, were 2.01, 1.28, 0.57, and 

1.83 in these four coastal areas, respectively. In other words, 

Gungchon Port was evaluated as at a level of caution, whereas the 

others were evaluated as at a dangerous level. However, caution 

should be practiced because these results are slightly different from the 

values calculated using the longshore sediment formula
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1. Introduction

Optical images generated by the reflected light from an object are 

useful and intuitive for visual monitoring in unknown underwater 

environments. On the other hand, reflected light is typically scattered 

and absorbed by water and floating particles. This light attenuation 

causes low visibility with haziness and color cast in the resulting 

optical image (Mobley, 1994). The color cast effect produces a 

greenish or bluish hue in underwater optical images due to different 

attenuations depending on the light wavelength. Red light is attenuated 

more than green and blue light because of its longer wavelength. 

Depending on the transmission distance, water attenuation can cause 

limited visibility due to the loss of light intensity and contrast.

Considerable efforts have been made to compensate for the limited 

visibility and color cast effect of underwater optical images. The focus 

of most studies is on estimating a distance map because light 

attenuation of a specific wavelength is dependent on the distance from 

the camera. Stereo imaging has been used in some studies to obtain a 

distance map or enhance image quality directly (Roser et al., 2014; 

Zhang et al., 2014). Stereo imaging has been used to recover 

underwater images through a physical image formation model and an 

estimated distance map. One other approach has enhanced the 

underwater image by utilizing multi-directional light sources and 

fusing these different light images (Treibitz and Schechner, 2012). 

This study focused solely on single image enhancement as opposed to 

multi-images. This is because the utilization of multi-image 

enhancements requires additional hardware devices that are not 

available as a general imaging platform in the context of an underwater 

environment.

Single image enhancement improves image quality using the 

information extracted from a given underwater image. A single image 

enhancement technique is to adopt prior physical knowledge of light. 

Dark channel prior (DCP) is popular and was proposed to improve the 

haze of outdoor images using a light transmission map estimated from 

the darkest color channel (He et al., 2011). DCP has been applied 

widely to remove the turbidity of underwater images. On the other 

hand, it is imperfect for estimating a light transmission map due to 

nearly zero red channel values in the underwater environment. 
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Underwater DCP estimates light transmission, excluding the red 

channel (Drews et al., 2013). For single image enhancement, the 

maximum intensity prior calculates the difference between the 

maximum values of red, green, and blue channels to estimate the light 

transmission map (Carlevaris-Bianco et al., 2010). 

Domain transform methods were applied to single image 

enhancement. A homomorphic filter was used to help suppress noise 

and amplify details in the image frequency domain (Luo et al., 2019). 

The wavelet transform has been used for denoising (Jian and Wen, 

2017) or fusing images (Khan et al., 2016; Wang et al., 2017a). The 

gradient-domain transform method has been found to recover the 

original gradient instead of the image intensity itself based on the 

image formation model (Li et al., 2012; Mi et al., 2016; Park and Sim, 

2017; Zetian et al., 2018). Typical image processing techniques have 

been applied for contrast and turbidity enhancements. Multiple image 

processing steps have been established to improve the contrast, noise, 

and color successively (Arnold-Bos et al., 2005; Bazeille et al., 2006; 

Ghani and Isa, 2014; Ghani and Isa, 2015). The image fusion method 

was also proposed to combine the characteristics enhanced in multiple 

image processing steps (Ancuti et al., 2017). The combined technique 

of domain transform and fusion was proposed to dehaze general color 

images in air (Cho et al., 2018).

Recent research has found that deep neural networks for underwater 

optical imaging can enhance underwater images directly (Anwar et al., 

2018; Fabbri et al., 2018; Guo et al., 2019; Hou et al., 2018; Li et al., 

2019a; Li et al., 2019b; Sun et al., 2018; Uplavikar et al., 2019; Wang 

et al., 2017b) or estimate inherent information, such as background 

light intensity and transmission maps (Cao et al., 2018; Li et al., 

2018a; Li et al., 2018b). Training convolutional neural networks 

require huge pairs of underwater images and clean images, but clean 

images are difficult to obtain in an underwater environment. 

Therefore, some researchers have used indoor datasets of color images 

and the corresponding depth information (Anwar et al., 2018; Cao et 

al., 2018; Hou et al., 2018; Uplavikar et al., 2019) or applied 

unsupervised networks, such as a generative adversarial network 

(GAN), to produce the image pairs (Fabbri et al., 2018; Guo et al., 

2019; Li et al., 2019b). A detailed review of underwater image 

enhancement techniques can be found elsewhere (Anwar and Li, 2019; 

Wang et al., 2019; Yang et al., 2019). 

In this study, six single image enhancement methods were 

considered: original DCP, gradient transform method with Tarel’s and 

Peng’s transmission maps, image fusion of successive three image 

processing steps, and two GANs. Although original DCP and Tarel’s 

methods were designed to enhance the haze outdoor environments, 

they were applied to underwater images because underwater images 

suffer from haziness. The gradient-domain transform was selected 

from the domain transform methods available because it simplifies the 

image formation model, and two different methods proposed by Tarel 

and Hautière (2009) and Peng and Cosman (2017) were applied to 

estimate a transmission map. Peng and Cosman (2017). proposed 

specific ways to estimate a depth map and background lights 

considering the underwater environments. The image fusion method 

should be an effective way to improve by combining appropriate 

image processing techniques. Two GANs, CycleGAN and underwater 

GAN, which are designed for underwater image enhancement, were 

applied because GAN is a new remarkable deep learning algorithm for 

various applications of image processing. The enhancement 

performance was assessed quantitatively in terms of underwater image 

quality measure (UIQM) considering the colorfulness, sharpness, and 

contrast, underwater color image quality evaluation (UCIQE) 

considering color saturation, chroma, and contrast and gray world 

(GW) assumption as color correction metrics, and blur metric. The 

comparison results would help other researchers better understand the 

advantages and disadvantages of single image enhancement methods 

for their studies.

This paper is organized as follows. Section 2 describes the single 

image enhancement methods considered in this study. Qualitative and 

quantitative comparisons are reported in Section 3. Sections 4 and 5 

discuss the results and outline the conclusions of this study.

2. Single Image Enhancement

The light transmitted through water can be defined by the simple 

image formation model as follows (Fattal, 2008): 

   (1)

where  is the measured light intensity;  is the recovered original light 

intensity;  is the light transmission map, and  is the uniform 

background light. The intensity is conventionally expressed with three 

representative color channels: red (R), green (G), and blue (B). The 

single image enhancement method was considered for the recovery of 

the original light intensity. The information is derived solely from a 

single underwater image using this method. This includes methods that 

derive the transmission map and the background light to solve Eq. (1) 

with observation-based assumptions and those that combine 

conventional image processing techniques to enhance the deteriorated 

underwater color image quality. Recently, deep learning has been the 

center of research attention with regard to image enhancement. This 

section describes the DCP, gradient transform, image fusion, and two 

GAN methods for single image enhancement.

2.1 Dark Channel Prior Enhancement

He et al. (2011) reported that at least one of the R, G, B-color 

channels in a pixel tends to approach zero in a colorful image. They 

proposed DCP to estimate the transmission from the darkest color 

channel in a local patch of given observed light, . The dark channel 

image,  , of a clean original image can be defined by the minimum 

operator (min[ ]) over a local patch and three color channels. This will 

approach zero according to DCP as follows:

   ∈ min ∈min  ≃ (2)
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where  indicates each color channel in an image, and Ω is a local 

patch centered at . The patch size is a key parameter determining the 

performance of DCP enhancement. The transmission can be estimated 

by substituting the dark channel image in Eq. (2) into Eq. (1), as 

follows:

  



∈ min 



∈min 





 






 (3)

The intensity of background light was first determined from the dark 

channel () of the underwater image,  , reflecting the amount of 

haziness in an underwater image. The pixel with the highest intensity 

in   was chosen as the background light among candidates in the top 

10 percent of the brightest pixels in  . The initial transmission was 

estimated using the background light and   It was then refined 

using a soft matting operator to reduce the halo effect around the 

edges. Finally, the enhanced image was recovered with the refined 

transmission, , as follows:

  max


 (4)

where ε  is the lowest transmission value and was set to 0.1 to avoid the 

zero denominator. The smaller patch size was used to estimate the 

initial transmission where the higher color saturation appeared in the 

final image ( ). The large patch size produced a halo effect around the 

edges. In this paper, the same patch size of 15×15 was used for all 

underwater images.

2.2 Gradient Transform Enhancement

The gradient transform method was derived by adopting a gradient 

of Eq. (1) (Li et al., 2012). Assuming that the transmission is constant 

in a local patch, the gradient of  may be represented simply as 

follows:

‖∇‖≈‖∇‖ (5)

The gradient transform method estimates the transmission for 

obtaining the original image gradient, ∇, from a given ∇. The 

enhanced original image,  , was then reconstructed from its gradient, 

∇, via the Poisson equation solver assuming Dirichlet boundary 

conditions. Based on the calculus of variations, the cost function can 

be defined using Eq. (6) to recover the image intensity from its 

gradient:

∇
argmin ∬F∇J ∇Jdxdy

∇
argmin ∬‖∇∇ ‖ (6)

where   is an estimate of  and can be determined by minimizing the 

integral of the difference between the derivatives of  and  , as 

follows:

Table 1 Image reconstruction from a given gradient

Workflow of image recovery from a given gradient

(1) Compute ∇ and ∇

∇≃∇ ∇ ∇ ∇  

∇≃

(2) ∇∇

(3) Discrete sine transformation of : Ψ  
(4)   cos ⁄cos⁄

 

(5) Compute inverse the discrete sine transform of Ψ  
(6) Reconstruction:  









 






 


  (7)

The Euler-Lagrange equation was adopted to minimize the integral of 

(  ) in (6) and the Poisson equation in Eq. (8) was then derived from 

Eq. (7): 

∇ ∇ (8)

Here, ∇  is Laplacian operator, and  is the divergence operator. 

Using the Dirichlet boundary condition, a boundary image,  of   

was defined as containing all zero pixel values, except for the 

boundary pixels of  . Table 1 lists the estimated final recovered 

image,  , from the Poisson equation (Simchony et al., 1990).

This paper considered two transmission estimation methods. Tarel 

and Hautière (2009) proposed patch-based processing, such as DCP, 

and adopted the Median operator Along Lines (MAL). This preserves 

the edges without the halo effect as well as the corners, unlike the 

classical median operator, as shown in Eq. (9):

 
∈
MAL  min     

 ∈ MAL  min  

  max min  min    (9)

Ω was defined as the line segments over a square patch centered at 

. Each line segment must pass through the center of the square patch. 

The MAL performs a classical median filter along each line segment 

and then calculates the median of the median values of each line 

segment. The number of line segments and the patch size are key 

parameters determining the enhancement performance. This study set 

five line segments and a 61×61 patch size.

Peng and Cosman (2017) estimated the transmission from a depth 

map based on image blurriness and light absorption by water and 

floating particles and the attenuation coefficients () corresponding to 

RGB colors, as follows:
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   ∈ (10)

The depth map,  can be calculated with two relative depth 

estimates,   and  . This is based on different light absorption 

phenomena of RGB colors and the mixed additional distance 

information relative to the closest distance as follows:

      (11)

where   is a scaling constant to convert the sum of two depth 

estimates to the actual distance in meters and was set to 8 m.   

represents the normalized closest distance from the underwater camera 

to the scene, as follows:

   
max


max  
  


 (12)

 indicates the color channel with a maximum absolute difference 

between the background light and the input intensities.


 
was determined using three depth-related values accommodating 

the different attenuations of RGB color signals and blurriness of the 

underwater image, as follows:

       (13)

The mixing weights,  and  were determined from the average 

intensities of background light and the red channel in the input image 

as follows:




 
mean 


  


 
mean  


(14)

  and  , expressed by Eqs. (15) and (16), respectively, were 

estimated assuming that the intensity of the red channel ( )easured 

increased as the scene point to the camera became closer.

   ∈ max  ∈ max     (15)

    ∈ max    (16)

The local patch size was set to 5×5 in max[ ] operator.  [ ] 

normalizes the input value in the range of 0 to 1.   is estimated by 

the blurriness in the underwater image as follows: 

    Fill     (17)

Blurriness was defined by the mean of edge information extracted at 

various Gaussian kernel sizes, as follows: 

    
max 



∑  

  Gauss   (18)

  is a gray-scaled image of the underwater color image.  is a 

Gaussian filter with a kernel size, σ of  at different kernel levels, 

  ⋯.  was set to 4. Fill[ ] operator performs a morphological 

opening to compensate for the sparse regions and holes in   to 

become denser (Vincent, 1993). Calculation of background light 

intensity is required to determine the closest distance and the mixing 

weights. The background light intensity was determined by combining 

the maximum and minimum of the three background light 

components, 
 , 

 , and 
 , as expressed in Eq. (19): 

  ∙max  min  
(19)


  is the mean value of the input image pixels, which correspond to 

the same locations of the top 0.1% pixels of an image blurriness map, 

  softmat Fill  .   and 
  are mean values of the 

input image pixels belonging to sub-regions that have the largest mean 

in   and the lowest variance in the input image, respectively. The 

sub-regions were selected through an iterative process where an image 

was divided into four quadrants, and the region with the largest mean 

and the lowest variance among the quadrants were selected. This 

iteration continues until the quadrant size is 1,024 times smaller than 

the initial image. γ is the weight calculated by the exponential of the 

rate of pixels greater than 0.5, as shown in Eq. (20): 

 


      


(20)

First, the transmission of the red channel,  , was determined using 

the estimated distance map in Eq. (11), background light in Eq. (19), 

and the attenuation coefficient,  , was set to 1/7 for Ocean Type-I 

water (Zhao et al., 2015). The attenuation coefficient ratios between 

the red and other colors were used for transmission conversion from 

red to blue and green colors as follows:

    




  
 

  

 ∈ (21)

The wavelengths, λ of the red, green and blue colors are 620, 540, and 

450 nm, respectively.

2.3 Image Fusion Enhancement

Image fusion enhances features in an image and fuses the enhanced 

images (Ancuti et al., 2017). This consists of three processing steps: 

white balancing, feature enhancing, and image fusing. In the image 

fusion method, white balancing compensates the red and blue signals 

giving them flatter distributions compared to the green signal, which 

tends to maintain its intensity through water somewhat. 


  


  ∈ (22)
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where   is a white-balanced image for the red and blue channels. 


  is an average value across all image pixels for each color 

channel.

After white balancing to correct for color casting by water, two 

feature enhancing techniques were applied independently. First, 

contrast-limited adaptive histogram equalization (CLAHE) was 

adopted instead of gamma correction in the original method to enhance 

image contrast  . CLAHE performs an ordinary histogram 

equalization over the predefined patch with a limited clip level. The 

parameters of CLAHE are the patch size, Ω, and a histogram clip level, 

. Furthermore, unsharp masking was applied to sharpen features, 

such as an edge in an image, as follows:

     Gauss  (23)

Three weight maps of Laplacian contrast, saturation, and saliency 

were determined to fuse two images enhanced from the previous step. 

The Laplacian contrast weight map, ω , depends on global contrast 

in an image and was calculated as the absolute value of the Laplacian 

filtered luminance signal of each enhanced image, as follows: 


   

Laplacian   ∈ (24)

where   is the luminance channel of an image. The kernel size, σ, of 

the Laplacian filter was set to 3×3. The saturation weight map, ω , 
reflects chromatic information in an image and was defined by the 

average difference between the luminance and three-color signal, as 

follows:


 




∑∈  (25)

The saliency weight map, ω, represents the prominent features of an 

image in CIELAB color space (Achantay et al. 2009), and can be 

expressed using Eq. (26): 


 ∑∈    

mean  Gauss  (26)

The Gaussian kernel size was set to 3×3. The final weight map for each 

enhanced image from the previous step, combined three weight maps 

with normalization, as follows: 

 
 






(27)


 

 
 

 . To fuse two enhanced images,    

and   , with the corresponding weights, ω  and ω , 
multiscale fusion was applied to avoid artifacts in the low-frequency 

components of the fused image. Multiscale fusion performs Laplacian 

 and Gaussian  pyramids repetitively on the enhanced images 

and the weight maps, as shown in Eq. (28): 

  ∑
∑


 (28)

The Laplacian pyramid at each lth level quantifies the difference 

between an input image and its Gaussian filtered image after 

sampling-down the operation by a factor of 2. The size of the Gaussian 

kernel in the pyramid computation was set to 5×5. The number of 

pyramid levels, , was set to 3.

2.4 Generative Adversarial Network Enhancement

A convolutional neural network is a widely used deep learning 

network for many image processing applications. Robust training in a 

deep learning network requires huge datasets and a reliable ground 

truth. On the other hand, it is difficult to construct ground truth for 

underwater color images. Fabbri et al. (2018) proposed underwater 

GAN (UGAN) to increase the reliability of synthetic training data and 

enhance underwater color imagery using synthetic data. GAN typically 

consists of the generator and discriminator networks, and the training 

process is performed by optimizing the loss function in Eq. (29): 


min


max log  log  (29)

The generator network (G) competes against discriminator (D) during 

training to generate exquisite fake images and deceive the 

discriminator. The discriminator is trained to distinguish a fake image 

from a generator. The loss function of UGAN was defined with the 

Wasserstein GAN loss function and gradient penalties.

ℒ  
min


maxℒ ℒ ℒ (30)

Wasserstein loss function, ℒ , was proposed to solve the training 

issue induced by the general GAN loss function, which measures a 

difference between real and generated data distributions in Eq. (29) 

(Arjovsky et al., 2017). ℒ  is expressed as follows: 

ℒ ‖∇ ̂‖   (31)

The weight, η  was set to 10. ℒ  is defined by the L1-norm of the 

difference between the ground truth and the image predicted, , by 

the generator, as follows:

ℒ ‖‖  ‖‖  (32)

ℒ  is a function with respect to the gradient difference between the 

ground truth and the predicted image (Mathieu et al. 2015), as follows: 

ℒ ∑ 
 

 
 

  (33)
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The hyper-parameters, η  and η  were set to 100 and 1, respectively.

Fig. 1 summarizes the architecture of the discriminator and 

generator networks of UGAN. The discriminator network adopted 

the PatchGAN model (Isola et al., 2017) that was comprised of five 

convolutional layers, and the resulting output feature map was 

32×32. Each convolutional layer of the PatchGAN model performs 

the convolution operation, followed by ReLU activation. The 

generator has a U-Net model consisting of encoder and decoder 

sections in a U-shape (Ronneberger et al., 2015). The encoder and 

decoder sections in U-Net have eight convolutional and seven 

deconvolutional layers, respectively. Each convolutional layer of the 

U-Net model performs successive convolutions with a 4×4 kernel 

and stride of 2, batch normalization, and leaky ReLU activation. The 

deconvolution layer also includes a 4×4 convolution kernel with a 

stride of 2 and ReLU activation, without batch normalization. The 

outputs from the second to seventh convolutional layers were 

connected to the outputs of deconvolutional layers in U-Net. UGAN 

was trained with the paired synthetic datasets of underwater and 

clean ground truth images. To construct the paired datasets, an 

unsupervised network, cycleGAN, was applied to a mapping 

function of clean to underwater images:   ⟶ (Zhu et al., 2018). 

CycleGAN consists of a Resnet-9 block generator and a PatchGAN 

discriminator outputting a 70×70 feature map. CycleGAN was 

trained with two batches and 100 epochs using 6,050 clean images 

and 5,202 underwater images. This included 1,813 images from 

ImageNet (Deng et al., 2009) and 3,389 real images taken in Korean 

waters. The trained cycleGAN generated pairs of clean and 

underwater images where 5,202 underwater images were used for 

training. From the paired training images, UGAN was trained with 

32 batches and 20 epochs.

Fig. 1 UGAN network architecture: The generator transforms an 

underwater image into a fake clean image through a 

u-shape network consisting of an encoder and decoder. 

The discriminator takes the generated image as input and 

produces a 32×32 patch image to distinguish between the 

real clean image and the fake clean image.

3. Results 

The performances of the DCP, two gradient transform methods, 

image fusion, cycleGAN, and UGAN were compared by evaluating 

the image quality of real underwater images taken in Korean waters. 

The enhancement was evaluated quantitatively based on UIQM, 

UCIQE, GW assumption, and blur metric. 

UIQM was calculated using the weighted sum of colorfulness 

(UICM), sharpness (UISM), and contrast (UIConM) measures 

(Panetta et al., 2016). This study used the same weighting as Panetta et 

al. (2016); = 0.0282, = 0.2983, and = 0.0339. The computation 

of UIQM is expressed in Eq. (34):

UIQMUICMUISMUIConM (34)

UICM was measured by the mean and standard deviation in two 

combined color domains of the image to be evaluated; red-green and 

yellow-blue colors, as follows:

UICMrg yb rg yb (35)

In the combined color domains,      and     . 

  and σρ  are the mean and standard deviation of   and .  is a 

ratio to trim the upper and lower intensity pixels. The UISM sharpness 

was evaluated based on the weighted sum of the difference between 

the maximum and minimum values in the edge map for each color 

channel, as shown in Eq. (36). The edge map was determined by the 

Sobel operator as follows:

UISM∑ EME Sobel  (36)

EME   
 ∑  

 log


min  
max  


 (37)

where δ is a weight for each color channel. δ= 0.299; δ= 0.587; δ=
0.114. EME[ ] divides the edge image, Sobel , into  sub-blocks 

and calculates the logarithmic difference between the maximum and 

minimum values for each sub-block. It then outputs the mean of the 

difference in values over the sub-blocks. UIConM divided a 

gray-scaled image,   into  sub-blocks and then calculates the 

parameterized logarithmic image processing operators, , ⊕, and ⊗ 

(Panetta et al., 2011), as follows:

UIConM N

⊗∑n  lN
max ⊕min  
max min  

         ×logmax ⊕min  
max min   (38)

UCIQE is calculated by a weighted sum of three measures in terms 
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of the chroma (σ ) and luminance ( ) in CIELAB color space 

and saturation () (Yang and Sowmya 2015), as expressed in Eq. 

(39):

UCIQE  conLum  sat (39)

In CIELAB color space,  of an image, the standard deviation of 

chroma (σ ) was calculated by   . The contrast in the 

luminance channel (conLum ) was determined by the mean value 

difference in the top 1% and bottom 1% of pixels in the luminance 

channel, IL,top_1% ‒ IL,bottom_1%, respectively. The saturation measure 

() was calculated by  . The weighting for chroma, 

luminance, and saturation in UCIQE was set to =0.4680, =0.2745, 

and =0.2576, respectively. Larger UIQM and UCIQE values 

indicate better enhancement performance. 

The GW assumption is that an equal mixture of RGB color channels 

should be neutral gray under a color-balanced situation. An 

underwater GW assumption was used to measure the degree of color 

correction (Berman et al., 2018). Here, the calculation process for the 

GW value was modified with a standard deviation over three mean 

color values. The color balance improves as the GW becomes lower, as 

follows: 


∑∈  (40)

The blur metric is derived based on observing that humans find it 

difficult to perceive differences between a blurred and re-blurred 

image (Crété-Roffet et al., 2007). The blur measure compares the 

horizontal and vertical derivatives of an input and its blurred images 

by the max operator. Blur metric was normalized from 0 to 1; a larger 

blur metric value indicated more blurring.

 max




 


  


 (41)

Directional sum, difference, and derivative operators were applied to 

input () and its blurred images     in the luminance 

channel according to Eqs. (42) and (43). The [  ] operator averaged 

nine elements horizontally and vertically.

   ∇   ∈ (42)

   max∇   ∇    (43)

If the input image already has high blurriness, the difference between 

the directional derivatives of the input and blurred image would be 

small, resulting in a larger blur metric value.

Figs. 2 to 4 present images enhanced using single enhancement 

methods from real underwater images. Three underwater images were 

captured with a dominant greenish color tone and exposure to a strong 

light source from standard definition (SD) videos recorded in the late 

afternoon. Figs. 2 and 3 were taken in May 2015 at Jangmok Port, 

Geoje-si, Gyeongsangnam-do using a camera equipped with a Pro 4 

ROV (VideoRay, USA). Fig. 4 was recorded in November 2017 at 

Yokjido, Tongyeong-si, Gyeongsangnam-do, using an SD camera 

equipped with a BlueROV (BlueRobotics, USA). All scenes were 

illuminated by LED lighting equipped in the ROVs. DCP, (b) in Figs. 2 

to 4, tends to emphasize a green color in the overall scene and darkens 

the background signal. DCP was ineffective in correcting the greenish 

color cast effect, which is the main artifact of underwater imagery. 

Gradient transform with Tarel and Peng transmissions were sensitive 

to the brightness change in an underwater image, as shown in (c) and 

(d) of Figs. 2–3. This was also found to be ineffective in enhancing the 

object details, as illustrated in Figs. 4(c) and (d). Two gradient-Tarel 

and Peng inadequately corrected for the overall greenish color tone in 

all underwater images. Image fusion moderately compensated for the 

overall color tones in (e) of Figs. 2 to 4. On the other hand, it did not 

enhance the image contrast of objects or reduce the haziness in the 

background. CycleGAN provided good correction of the overall colors 

Fig. 2 (a) Real original underwater image of 481×416, showing a 

dominant greenish color tone and exposure to strong light 

at the top, and the enhanced images by (b) DCP, (c) 

gradient-Tarel, (d) gradient-Peng, (e) image fusion, (f) 

cycleGAN, and (g) UGAN.

Fig. 3 (a) Real original underwater image of 481×416, showing a 

dominant greenish color tone and expose to strong light in 

the middle, and the enhanced images by (b) DCP, (c) 

gradient-Tarel, (d) gradient-Peng, (e) image fusion, (f) 

cycleGAN, and (g) UGAN.
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Fig. 4 (a) Real original underwater image of 711×406, showing 

low contrast and visibility, and the enhanced images by 

(b) DCP, (c) Gradient-Tarel, (d) Gradient-Peng, (e) Image 

fusion, (f) CycleGAN, and (g) UGAN.

and enhanced the object details, but it generated artifacts in the 

background, as shown around objects in Fig. 3(f). UGAN provided 

good visual quality in terms of compensating for the greenish color 

tone, enhancing the object details, and reducing haziness comparing to 

the other enhancement methods in (g) of Figs. 2 to 4.

Tables 2 to 4 compare the figures of merit (FOM), i.e., UIQM, 

UCIQE, GW, blur metric, and computational time, evaluated from the 

original and the enhanced underwater images in Figs. 2 to 4. UIQM 

and UCIQE were difficult to interpret because they focus on different 

aspects depending on the example image. Unlike a visual comparison, 

two gradient transform methods and DCP obtained a high UIQM and 

UCIQE for Figs. 2 and 3. For all underwater images, DCP obtained the 

highest UCIQEs for Figs. 2 and 3 because of high color scores with 

respect to σ , and  . This might be due to DCP’s tendency to 

increase the saturation of underwater images for a specific color. 

Gradient transform methods tended to emphasize the bright region 

exposed to light, which increases the sharpness and contrast score. 

Thus, two gradient transform methods had the highest UIQM and 

UCIQE because of the high sharpness (UISM) and contrast (conLum ) 

measures, respectively. Image fusion had the best and the worst scores 

in terms of the GW color quality and blur metrics, respectively. This 

shows that image fusion is effective in balancing underwater colors, 

but makes the images blurry. CycleGAN and UGAN showed high 

UIQM and UCIQE in all figures. Furthermore, the two GANs had 

better GW scores than the original underwater images and the same 

blur scores as the original image for Figs. 2 and 3. Marginal 

differences were observed between the two GANs in terms of all 

FOMs for Figs. 2 and 3. In terms of Fig. 4, UGAN had higher UIQM 

and GW scores than cycleGAN. The computational time associated 

with each enhancement method was compared on an Intel Core 

i7-7700HQ CPU. The training time of cycleGAN and UGAN are 

approximately 46 hours and 12 hours on a Nvidia Quadro P4000 GPU, 

respectively. The two GANs ran on Python with the Tensorflow 

framework. The other methods ran on MATLAB. Image fusion and 

two GANs had the best and moderate computational time 

performance, respectively, compared to the other single enhancement 

methods.

4. Discussion

This study applied single image enhancement approaches, DCP, 

gradient transform method with Tarel and Peng transmission maps, 

image fusion, and two GANs of cycleGAN and UGAN, to compensate 

for the color cast effect and low visibility due to the light attenuation 

underwater. The enhanced performance was evaluated in terms of 

UIQM, UCIQE, GW, and blur metrics with real underwater images 

taken in Korean waters. 

The original DCP was proposed to improve the hazy outdoor images 

by saturating the inherent color in a haze-free image. Saturation with a 

specific color produced strong greenish or bluish hues on the 

underwater image; both are already dominant color tones in 

underwater images. In DCP, the user needs to adjust the patch size of 

the min operator in Eq. (3). The DCP result was evaluated with 

different patch sizes of 11×11 to 21×21 with intervals of 2; however, 

there were no different effects on color correction depending on patch 

sizes. 

The gradient transform method recovers the underwater image from 

its gradient enhanced with an estimated transmission map and the 

gradient of the given input image. The gradient transform method with 

Table 2 Figure of merits and computational time of original 

underwater image in Fig. 2 and single enhancements

UIQM UCIQE GW
Blur 

metric
Computational 

time (s)

Original 2.20 29.20 0.052 0.36 -

DCP 2.62 33.40 0.094 0.36 13.3

Gradient-
Tarel

4.29 31.06 0.043 0.31 12.3

Gradient-
Peng

4.41 31.27 0.040 0.30 11.4

Image fusion 2.42 28.72 0.013 0.55 1.1

CycleGAN 2.25 29.06 0.024 0.35 1.5

UGAN 3.13 29.11 0.019 0.35 3.5

Table 3 Figure of merits and computational time of original 

underwater image in Fig. 3 and single enhancements

UIQM UCIQE GW
Blur 

metric
Computational 

time (s)

Original 1.69 22.34 0.059 0.30 -

DCP 2.50 27.40 0.076 0.31 12.7

Gradient-
Tarel

4.64 26.44 0.054 0.25 14.3

Gradient-
Peng

4.87 27.96 0.054 0.24 12.3

Image fusion 2.03 22.11 0.008 0.50 0.7

CycleGAN 3.34 24.40 0.019 0.29 1.4

UGAN 4.09 27.92 0.029 0.32 3.5
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Table 4 Figure of merits and computational time of original 

underwater image in Fig. 4 and single enhancements

UIQM UCIQE GW
Blur 

metric
Computational 

time (s)

Original 0.48 12.12 0.008 0.44 -

DCP 1.13 22.38 0.033 0.44 18.6

Gradient-
Tarel

1.27 16.61 0.005 0.43 20.0

Gradient-
Peng

1.48 18.22 0.016 0.43 17.8

Image fusion 1.15 15.00 0.001 0.60 0.9

CycleGAN 1.62 26.06 0.071 0.44 1.4

UGAN 2.97 26.93 0.013 0.49 3.6

Tarel and Peng transmissions produced bright regions that appear as 

though they are exposed to strong light in Figs. 2 and 3. This method 

was also ineffective in reducing the color-cast effect and low visibility 

of underwater images. The adjustable parameters in the Tarel 

transmission estimation are the number of line segments and a patch 

size in Eq. (9). Successive numbers of line segments from 3 to 8 and 

different patch sizes from 41×41 to 101×101 in intervals of 20 were 

applied. On the other hand, there were no significant differences 

between the final enhanced images with different adjustable 

parameters. An estimation of Peng transmission can depend on the 

patch size for depth-related values in Eqs. (15) and (16) and the 

number of Gaussian kernel levels in Eq. (18). This study examined the 

dependency on different patch sizes from 5 to 17 in intervals of 3 and 

found little dependency on the patch size. 

Image fusion had the worst blur scores in Figs. 2 to 4 and resulted in 

a loss of object detail. It contained a contrast enhancement step, which 

was replaced with CLAHE instead of gamma correction. The blurry 

results were attributed to the last fusion step, with multiple levels of 

Laplacian and Gaussian pyramids. When more than three levels of 

pyramids were set, the final result increased the blurriness. In contrast, 

small pyramid level numbers resulted in noisier images.

  ∑ 
 ∈ (44)

If naïve fusion is performed, as per Eq. (44), there is an increase in 

the sharpness of underwater images compared to multiscale fusion, but 

it produces random pattern artifacts in the background.

GAN might be affected by the generality of the training data to 

express underwater color images. Training data were constructed with 

ImageNet and real underwater images taken in Korean waters to 

identify the turbidity and color cast. The inclusion of real underwater 

imagery in Korean waters improved the color tone and visibility 

compared to the training data in the ImageNet database. The 

pre-trained cycleGAN was applied to improve underwater image 

quality and generate underwater and clean image pairs for training 

UGAN. CycleGAN and UGAN were compared to confirm the 

performances of unsupervised and supervised learning for single 

image enhancement because they do not require additional data, such 

as a depth map for training. CycleGAN had incomplete enhancement 

performance producing artifacts in the background. UGAN acted 

moderately to enhance the color balance and visibility of underwater 

images compared to the other enhancement methods, but it was not 

effective in dehazing the underwater images. To enhance visibility, a 

new network architecture needs to be constructed and trained with the 

paired underwater images and additional information like depth maps 

(Li et al., 2018b).

UIQM and UCIQE are popular FOMs used in studies of underwater 

enhancement. The method to combine three quality measures in 

UIQM and UCIQE is dependent on the weights in Eqs. (34) and (39). 

On the other hand, there were no proposed ways to determine the 

weights properly. In this study, it was difficult to interpret the general 

tendencies of UIQM and UCIQE because these FOMs fluctuated in 

each case by case, and the quantitative interpretations based on the 

scores were different from the visual comparisons. It is necessary to 

normalize the individual image quality measure of UIQM and UCIQE 

and to set reasonable weights to evaluate the overall image quality 

adequately. The GW assumption and blur metric were adopted to 

evaluate color balancing and blurriness in the enhanced underwater 

image. Individual FOMs, such as GW and blur metrics, reflected the 

consistent quantitative image quality measures compared to the 

combined FOMs of UIQM and UCIQE for underwater images.

5. Conclusions

In this study, six single underwater image enhancement approaches 

were compared: DCP, two gradient transforms, image fusion, and two 

GANs. The enhancement performances were evaluated qualitatively 

and quantitatively. DCP caused saturation of the underwater images to 

either a greenish or bluish color tone and reduced the brightness of the 

background signal. The gradient transform methods with two 

transmission maps were sensitive to the light source and highlighted 

the region exposed to light. Image fusion provided reasonable color 

correction, but the object details were lost due to the last fusion step. 

CycleGAN corrected the overall color tone well, but generated 

artifacts in the background. Although UGAN was not rated with the 

best scores for three sample images, it showed fairly good visual 

quality and quantitative scores for all FOMs.
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Nomenclature

α

ECM

ESS

EWM

EWLR

MBL

MSL

NCM

NSS

NTM

NWLR

SSS

SWL

zh

zr

Power exponent alpha

Extreme current model

Extreme sea state

Extreme wind speed model

Extreme water level range

Minimum breaking load (kN)

Mean sea level

Normal current model

Normal sea state

Normal turbulence model

Normal water level range

Severe sea state

Sea water level

Hub height above sea water level (m)

Reference height above sea water level (m)

1. Introduction

In 2017, the South Korean government established a plan to increase 

the rate of renewable energy development to 20% by 2030 through the 

Renewable Energy 3020 Policy. To achieve this, the security of 

additional renewable energy installation of 48.7 GW is required by 

2030, among which 16.5 GW will be replaced by wind power 

generation. According to a detailed plan published by the Ministry of 

Trade, Industry, and Energy, approximately 13 GW will be provided 

by offshore wind power generation. The resource technical saving 

potential of the domestic offshore wind power is approximately 33.2 

GW, whereas the geological saving potential including the offshore 

with a water level exceeding 50 m is approximately 215.9 GW (Korea 

New & Renewable Energy Center, 2016). Based on these values, to 

achieve the policy objectives seamlessly, offshore wind power 

generation must be considered because of the high wind resource- 

saving potential and relatively easy construction of large-scale 
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complexes. Moreover, the depth of the East Sea coast of Korea reaches 

50 m even though it is only 2.5 km away from the coastline, and the 

depth of water becomes deeper rapidly compared with those of the 

west and south coasts. Therefore, it is more suitable to consider the 

floating system instead of the fixed system for offshore wind power 

generation on the east coast. In this study, the response analysis of a 

5-MW-Class floating offshore wind power generation system was 

performed while applying the marine environmental conditions of the 

east coast, and the spar-type platform of the Offshore code comparison 

collaboration (OC3) project was applied as a substructure. The target 

sea area for the installation was determined to be the sea with a 

150-m-deep water level near the east sea gas field that is 58 km away 

from the Ulsan port. For a marine environment, the extreme marine 

design external force was estimated using the data of the Ulsan 

automatic ocean observation buoy managed by the meteorological 

office (KMA, 2020). The numerical analysis was performed under an 

extreme marine environmental condition and the failure condition 

considered in the floating offshore wind power generation system 

specified in the IEC61400-3-2 standard revised in April 2019. Based 

on the numerical analysis results, the six degree-of-freedom motion 

response and maximum load response were proposed, and the drift 

response of the floating structure in the one mooring chain fracture 

condition was identified. 

2. Numerical Analysis Input

2.1 Floating Offshore Wind Power Systems

The 5-MW-Class wind power generator of the National Renewable 

Energy Laboratory (NREL) was utilized for the upper structure of the 

floating offshore wind power generation system in the numerical 

analysis. The NREL 5-MW-Class wind power generator is a model 

widely used in numerous studies worldwide (Jonkman et al, 2009). 

The properties of the upper turbine are summarized in Table 1. For the 

lower floating platform, the cylindrical floating platform used in the 

OC3 (offshore code comparison collaboration) project manufactured 

by IEA Wind Task 23 was utilized, the shape of which is shown in Fig. 

1 (Jonkman, 2010). The OC3-Spar floating platform is shaped as a 

symmetrical cylinder, and its six degrees-of-freedom motion response 

is less sensitive to the different operating directions of hydraulic force 

compared with floating platforms of different shapes. 

Table 1 NREL 5-MW baseline wind turbine properties

Rating 5 MW

Rotor, hub diameter 126 m, 3 m

Hub height 90 m

Cut-In/Out wind speed 3 m/s / 25 m/s

Rated wind speed 11.4 m/s

Rotor mass 111,000 kg

Nacelle mass 240,000 kg

Tower mass 347,460 kg

Overall center of mass (-0.2 m, 0.0 m, 64.0 m)

Fig. 1 OC3 Spar platform general arrangement

The specifications of the floating platform are summarized in Table 

2, and because the mooring system designed in the OC3 project 

reflects the water depth of 320 m, a mooring system was redesigned 

based on the 150-m water depth of the sea near the east sea gas field in 

this study. During this process, the angle of the mooring chain 

connected at the fairlead and the pretension was maintained identical, 

and the touchdown length at the sea bottom was designed to be longer 

to prevent lift up at the anchor. Information regarding the mooring 

system of the OC3-spar floating platform and the redesigned mooring 

system is summarized in Table 3. 

Table 2 OC3 spar floating platform properties

Depth to platform base below SWL 120 m

Elevation to platform top above SWL 10 m

Platform mass, Including ballast 7,466,330 kg

Center of mass (CM) location below SWL 89.9155 m

Platform roll inertia about CM 4,229,230,000 kg·m2

Platform pitch inertia about CM 4,229,230,000 kg·m2

Platform yaw Inertia about platform centerline 164,230,000 kg·m2
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Table 3 OC3 spar mooring system arrangement

Parameters Original Redesigned

Number of mooring lines 3 3

Angle between adjacent lines 120° 120°

Depth to anchors below SWL 320 m 150 m

Depth to fairlead below SWL 70 m 70 m

Radius to anchors from 
platform center line

853.87 m 485.4 m

Radius to fairlead from 
platform center line

5.2 m 5.2 m

Unstretched mooring line length 902.2 m 500 m

Mooring line diameter 0.09 m 0.117 m

Equivalent mooring line 
mass density

77.707 kg/m 300 kg/m

Equivalent mooring line 
weight in water

698.09 N/m 2567 N/m

Equivalent mooring line 
extensional stiffness 

384,243,000 N 1.30E+09 N

Additional yaw spring stiffness 
98,340,000 

N·m/rad
98,340,000 

N·m/rad

2.2 Environmental Conditions

In this study, the environmental conditions of the sea near the east 

sea gas field that is 58 km away from the Ulsan offshore were utilized 

as input data to design the external force. The gas production in the 

east sea gas field platform is scheduled to be halted in June 2021, and it 

is planned to be used to develop a floating offshore wind power 

generation complex thereafter. The depth of water in this sea is 

approximately 150 m, and because actual measurement data of the east 

sea gas field are currently unavailable, the analysis was conducted 

using the measurement data of the Ulsan automatic ocean observation 

buoy managed by the meteorological office. The Ulsan automatic 

ocean observation buoy is located approximately 17 km away from the 

east sea gas field platform, and it has been measuring marine physics 

from October 2015 until the present day. To estimate the offshore 

design external force, the measurement data from 3 years (from 2016 

to 2018) were used, and the meta information of the analyzed data are 

provided in Table 4. The wind speed at a height of 4.3 m measured at 

the buoy was converted to the wind speed at 100 m height by applying 

the power law wind shear expressed in Eq. (1) based on the 

IEC61400-3-1 standard. For the extreme statistical analysis for 

estimating the extreme marine design external force, the Gumbel 

method presented in Eq. (2) was utilized, and 36 standard datasets 

were used by extracting 12 peak values from one year. 
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Table 4 Meta information of Ulsan meteorological buoy data

Data set Ulsan buoy (22189)

Data acquisition date
2016-01-01 00:00 to 

2019-01-01 00:00

Location coordinate N35.345 E129.841

Measure interval 1 h

Measure height 4.3 m

Power law exponent alpha (α) Average = 0.14 / Ultimate = 0.11

Extreme statistic method Gumbel method

Table 5 Marine environmental condition of East Sea gas field 

Wind speed
Wave 
height

Wave 
period

Current 
velocity

Highest 
water level

11.4 m/s 2.50 m 7.53 s 101.3 cm/s 0.0 m

25 m/s 8.88 m 12.44 s 101.3 cm/s 0.33 m

39.83 m/s 11.12 m 14.17 s 163.0 cm/s 0.7 m

Based on the extreme statistical analysis results, the extreme wind 

speed for the 50-year cycle was estimated to be 39.83 m/s, and for the 

regression analysis coefficient of the Gumbel function, a scale 

parameter (β) of 1.802 and a mode parameter (μ) of 19.798 were 

applied. The 50-year cycle extreme significant wave height value was 

calculated to be 11.117 m, and a β of 1.206 and μ of 6.411 were 

applied. Moreover, the correlation between the wave period and wind 

speed of the target sea along with the selection of extreme current were 

determined based on a paper published by the coauthor of this study 

(Shin et al, 2019). Table 5 presents the waves, current velocity, and 

tide level at different wind speeds used as input data for the numerical 

analysis. The main directions of the measured wind were Northeast, 

Southwest, and South–Southwest, whereas the main directions of the 

wave were North, Northeast, and South. 

2.3 Design Load Cases

In the IEC61400-3-2 newly revised in April 2019, the analysis 

conditions that must be considered in the floating system are specified, 

i.e., DLC9.x is a fault condition at the normal operation status, and 

DLC10.x is a fault condition under extreme marine environment. The 

fault condition of the floating offshore wind power generation system 

defines the fracture of the one mooring chain and a leakage condition 

due to the damage to the floating platform. In this study, to investigate 

the response characteristics of the floating platform in an extreme 

marine condition, DLC1.6 and DLC6.1 were selected by referring to 

the IEC61400-3-1 standard. Furthermore, to analyze the drifting 

response of a floating platform due to the fracture of a mooring chain 

specified in the IEC61400-3-2 standard, the DLC9.2 and DLC10.2 

conditions were selected (IEC, 2019a; IEC, 2019b). The design load 

cases for which the numerical analysis was performed are tabulated in 

Table 6. DLC1.6 is a normal operation status, where the wind power 

generator produces electricity and the severe sea state was applied for 

the marine condition. The most severe marine state in the power 
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Table 6 Design load cases for numerical simulation

DLC Condition Wind Wave Current Water level

1.6
Power 

production
NTM SSS NCM NWLR

6.1 Parked EWM ESS ECM EWLR

9.2
Power 

production
NTM NSS NCM MSL

10.2 Parked EWM ESS ECM EWLR

production condition is a cut-out wind speed of 25 m/s, and the 

corresponding significant wave height is 8.88 m. DLC6.1 is a 

condition that considers the extreme marine condition with a 50-year 

duration of the design life, and it is a parked state where the wind 

power generator does not produce electricity. The extreme design 

wind speed for the 50-year duration for the east sea gas field is 39.83 

m/s, and the corresponding significant wave height is 11.12 m. 

DLC9.2 is a normal sea state condition at a power production 

condition and the external force at a rated wind speed of 11.4 m/s, 

where the maximum thrust of the upper turbine is produced, is applied. 

To investigate the maximum response characteristics based on the 

direction of the environmental load, the environmental external force 

of nine directions was applied in DLC6.1 by combining the main 

directions of wind and wave, as shown in Fig. 2. The multidirection 

and misalignment conditions of the environmental load must be 

considered in DLC9.2 and DLC10.2. However, in this study, the 

numerical analysis was performed using only the design external force 

of the single direction to investigate the maximum response 

characteristics. The load response results at each analytical condition 

were suggested using the safety factor tabulated in Table 7. 

Table 7 IEC61400-3-2 safety factor recommendation

Design load case Notes

Ultimate (1.1, 1.3-1.6, 2.1, 3.2, 
3.3, 4.2, 5.1, 6.1, 6.3, 8.1a)

IEC safety factor is 1.35. IEC 
return period is 50 years.

Abnormal (6.2, 7.1, 8.2, 9.2, 
9.3, 10.2, 10.3)

Safety factor for abnormal load 
cases is 1.1 in general.

2.4 Numerical Analysis Tool

For the numerical analysis, Fast v8, a complex coupled analysis tool 

developed at the NREL (USA), was used (Jonkman and Buhl, 2005). 

The hydrodynamic force applied at the OC3 Spar floating platform 

was calculated using the University of Ulsan in-house code and was 

inserted in the Hydrodyn as an input value. The wind turbulence, 

which comprised three random seeds, was generated using Turbism. 

The wave comprised two random seeds with Jonswap spectrum 

irregular waves applied for 1 h. Therefore, each analysis condition 

comprised six simulations with a duration of 1 h. For the numerical 

analysis results, the maximum value of the time series was extracted 

using Mextremes, a post-processing program, and the first 200 s of the 

analysis initial stage, which was a transient response region, was 

disregarded. Fig. 3 shows the flow diagram of the numerical analysis 

simulation. 

Fig. 3 FAST simulation flow chart

3. Numerical Analysis Result

3.1 Ultimate Response Verification

Table 8 presents the maximum six degree-of-freedom motion 

response that occurred in DLC1.6 and DLC6.1. The straight-line 

motion of the floating platform in the sea was governed by the 

hydraulic force; hence, the surge and heave responses were greater at 

Fig. 2 Configurations of DLC1.6 and DLC6.1 
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Table 8 Platform displacement of DLC1.6 and DLC6.1 

Platform displacement

DLC1.6 DLC6.1

Maximum Mean Maximum Mean

Surge (m) 26.16 21.76 37.94 31.75

Sway (m) 1.41 0.50 3.84 0.24

Heave (m) 2.96 0.92 6.67 3.57

Roll (°) 1.50 0.56 3.61 0.23

Pitch (°) 4.63 2.00 5.49 3.64

Yaw (°) 4.06 0.29 9.51 0.37

Table 9 Maximum bending moment of DLC1.6 and DLC6.1 

Maximum bending moment

Blade root (kN·m) Tower base (kN·m)

DLC1.6 DLC6.1 DLC1.6 DLC6.1

13903.39 21779.25 196360.20 177432.42  

Table 10 Maximum fairlead tension of DLC1.6 and DLC6.1

Maximum fairlead tension

Line1 [kN] Line2 [kN] Line3 [kN]

DLC1.6 632.48 2331.45 2212.65

DLC6.1 516.11 5518.80 5625.45

DLC6.1 with a larger significant wave height applied. Yaw motions of 

4° and 9.5° occurred in DLC1.6 and DLC6.1, respectively. The yaw 

motion in DLC6.1 was higher due to the environmental external force 

was in misalignment and the multi-directions. Table 9 lists the 

maximum bending moment occurring at the connected part of the 

blade and tower. The moment that occurred at the blade connected part 

was approximately 1.6 times larger in the stationary DLC6.1, whereas 

the moment that occurred at the tower base was approximately 1.1 

times larger than that in DLC1.6. Table 10 presents the maximum 

tension response applied to the mooring chain in the fairlead. Line 1 of 

the mooring chain was placed in the (+) surge direction of the floating 

platform, whereas lines 2 and 3 were installed diagonally to the (–) 

surge direction. Because lines 2 and 3 are applied to restore tension 

when surge motion occurs in the floating platform, the maximum 

tension of these lines was larger than that of line 1. To identify the 

fracture of the mooring chain in the extreme marine environmental 

condition, the breaking load of the mooring chain was calculated using 

Eq. (3) (DNV GL, 2015). For the mooring chain of studless chain class 

R3 the MBL was calculated to be 10574 kN when the diameter was set 

at 117 mm. Because the maximum tension that occurred in DLC6.1 

was 5625 kN, the mooring chain did not fracture. 

 kN
mooring chain norminal diameter mm

(3)

3.2 Redundancy Verification

Table 11 lists the maximum six degree-of-freedom motion response 

observed in DLC9.2 and DLC10.2. DLC9.2 assumes the mooring 

chain fracture condition at a normal operating condition. To identify 

the response when the maximum thrust occurs at a rotating rotor, a 

wind speed of 11.4 m/s, i.e., the rated wind speed, was applied and the 

corresponding significant wave height was 2.5 m. In this study, for 

redundancy verification, two mooring chain fracture scenarios were 

assumed (Fig. 4). Case 1 is a fracture scenario involving a mooring 

chain placed parallel to the operating direction of the environmental 

load, and case 2 is one involving a mooring chain placed diagonally to 

the applied load. DLC10.2 considers the mooring chain fracture in the 

Table 11 Platform displacement of DLC9.2 and DLC10.2 

Platform displacement

DLC9.2 DLC10.2

Case 1 Case 2 Case 1 Case 2

Surge (m) 558.60 281.70 565.80 284.10

Sway (m) 1.10 427.80 13.72 435.10

Heave (m) 2.91 1.71 5.56 3.22

Roll (°) 0.65 1.43 3.87 2.98

Pitch (°) 13.06 10.50 4.79 5.49

Yaw (°) 0.19 0.56 11.28 19.38

Fig. 4 Mooring line breaking configuration 
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extreme marine environment condition and the fracture condition is 

the same as that of DLC9.2. Fig. 5 shows the new mean position of the 

floating platform, the drift motion of which was stopped after the 

mooring chain fractured. First, in DLC9.2 case 1, a maximum surge 

motion of 565.8 m occurred and for the case of mooring chain 

fracture, the floating platform drifted 554 m in a straight displacement 

and then stopped. A similar surge motion was observed in DLC10.2 

case 1, where the floating platform drifted 558 m in a straight 

displacement and then stopped. In DLC9.2 case 2, a maximum surge 

motion of 281.7 m and a sway motion of 427.8 m occurred 

simultaneously. For case 2 of both DLC9.2 and DLC10.2, it was 

discovered that the floating platform drifted 510 m in a straight 

displacement in the diagonal direction then stopped. Because the 

movement displacement difference of the floating platform was not 

significantly affected by the environmental external force condition, it 

was confirmed that the new average location of the floating platform 

was governed primarily by the mooring tension than by the 

environmental load. In terms of the rotating movement, yaw motion 

almost did not occur in DLC9.2 because the control system operated 

normally and corrected the yaw error. On the contrary, a maximum 

pitch angle of approximately 13° was achieved because the maximum 

thrust occurred at the rotor at the rated wind speed and the mooring 

chain fractured; hence, the angular motion of the floating platform 

could not be maintained. 

Table 12 lists the maximum load response results of DLC9.2 and 

DLC10.2, which were abnormal scenarios; hence, a low safety factor 

of 1.1 was applied, whereas the maximum bending moment that 

occurred at the tower base of DLC9.2 was approximately 205 MN·m, 

which was the highest among all the conditions analyzed. Therefore, 

this abnormal condition must be partially considered during structural 

analysis, along with redundancy verification. It was discovered that 

the bending moment at the blade root part of case 1 in DLC10.2 

differed significantly from that of case 2 in DLC10.2. Based on the 

time history results of the analysis, a transient response was observed 

at the out-of-plane and in-plane of the blade tip up to 800 s after 200 s; 

consequently, the bending moment appeared to be high. The results 

showed that under the same analysis condition, the load response 

occurred differently depending on the mooring chain fracture 

characteristics. 

Table 13 lists the tension of the mooring chain. As the maximum 

tension that occurred was lower than that of the three-point mooring, 

no additional mooring chain fracture was anticipated. 

Table 12 Maximum bending moments of DLC9.2 and DLC10.2 

Maximum bending moment

Blade root (kN·m) Tower base (kN·m)

DLC9.2 DLC10.2 DLC9.2 DLC10.2

Case 1 15694.93 16690.84 204611.22 146670.79

Case 2 16259.23 6441.67 201656.81 147308.34

Fig. 5 Platform new mean position of DLC9.2 and DLC10.2
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Table 13 Maximum fairlead tension of DLC9.2 and DLC10.2

Maximum fairlead tension

Line 1 (kN) Line 2 (kN) Line 3 (kN)

DLC9.2
Case 1 - 2245.10 2258.30

Case 2 439.67 - 2178.00

DLC10.2
Case 1 - 4386.80 4381.30

Case 2 474.32 - 5349.30

4. Conclusions

In this study, the numerical analysis of a megawatt-level floating 

offshore wind power generation system was performed by applying 

the internal standard of the International Electronical Commission. 

The 5-MW-level wind power turbine of the NREL and the 

OC3-Spar-type floating platform were used for the numerical analysis. 

Subsequently, the response analysis was performed in an extreme 

marine environmental condition and a failure condition. Based on the 

results of the extreme marine environment, the maximum movement 

radius of the floating platform was 39 m for three-point mooring, 

whereas it was 565 m for two-point mooring owing to the fracture of 

the mooring chain. Based on these results, the redundancy verification 

condition specified in IEC61400-3-2 must be requisitely reviewed to 

secure a safe separation distance of the wind power generator when 

constructing a large-scale floating offshore wind power complex. 

Moreover, the moving displacement difference of the floating platform 

in DLC9.2 and DLC10.2 was less than 1%, suggesting that the 

movement radius for the two-point mooring was governed by the 

mooring tension instead of the environmental external force. The 

maximum bending moment at the connected part of the blade appeared 

in DLC 6.1 where the output was halted, whereas the maximum 

bending moment of the tower and the connected part of the platform 

occurred in DLC9.2 during the normal operation. Although DLC9.2 is 

an abnormal status wherein the mooring chain is fractured, the 

maximum load response was observed; hence, it is an analysis 

condition that must be considered during structure analysis. The 

maximum tension applied at the mooring chain did not result in 

fracture when a diameter of 117 mm was employed for the mooring 

chain redesigned in this study. However, the redundancy verification 

indicated that the touchdown point of the mooring chain moved with a 

drift in the floating platform; hence, it must be analyzed to prevent 

fracture due to interference among mooring chains for the wind farm 

design. In future studies, a comparative investigation pertaining to 

cylindrical and semisubmersible floating platforms as well as an 

analysis of leakage, i.e., a failure condition specified in IEC61400-3-2, 

will be performed to investigate the movement performance and load 

response of each floating platform. 
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1. Introduction

Recently, the scale and importance of the logistics industry has been 

increasing as e-commerce has become active worldwide and with the 

proliferation of cross-border logistics. In particular, Industry 4.0 is 

modifying all industries. Moreover, the logistics paradigm is rapidly 

changing to Logistics 4.0, in which fourth industrial revolution 

technologies such as IoT (Internet of things), AI (Artificial 

tntelligence), big data, and cloud computing are integrated into 

logistics systems, thus leading to hyper-intelligence and hyper- 

connection. Additionally, unmanned logistics has been realized using 

robots and drones, and currently, no boundary exists between 

distribution and logistics businesses (BISTEP, 2019; Lee, 2018; Wang, 

2016). Amid these changes, domestic logistics-related research has 

been conducted using several approaches, and techniques based on 

logistics technologies such as block chain and radio frequency 

identification (RFID) have been developed and applied most 

extensively (Seon and Kim, 2019; Lee et al., 2013; Lee, 2011; Sheen et 

al., 2010). In relation to the logistics industry, several studies have 

focused on efficiency analysis and economic analysis (Kim and Lee, 

2018; Lee and Lee, 2016; Park and Kim, 2014). Numerous studies on 

the advancement of the logistics industry or logistics policies have also 

been conducted. However, research on investments in logistics 

research and development (R&D) and the possible directions for 

logistics R&D at the national level is insufficient. Therefore, the 

purpose of this study is to examine the changes in national R&D trends 

related to logistics in the Republic of Korea. Accordingly, we 

conducted keyword network analysis using national R&D information 

provided by the National Science and Technology Information Service 

(NTIS). It was found that government expenditure in logistics R&D, 

which had been inactive for nearly 10 years since 2005, has rapidly 

increased since 2015. Moreover, technologies related to Logistics 4.0 

are also being researched actively. 

2. Research Design

2.1 Analysis Target and Data Collection

In this study, national R&D projects related to logistics were 

analyzed, and raw data for a total of 15 years, from 2005 to 2019, were 

obtained from the NTIS. Logistics-related keywords such as 

“distribution” and “logistics” were used. To identify relevant projects, 

unrelated projects were discarded from the original raw data based on 

the title, content, and keywords. The number of relevant projects 

extracted for each of three five-year periods considered in this study 

are presented in Table 1.
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Table 1 The number of projects and keyword used for analysis

Period No. of projects No. of keywords

2005–2009 1,341 3,218

2010–2014 1,546 3,889

2015–2019 2,440 5,073

2.2 Analysis Method

To explore the changes in national R&D trends in the logistics field, 

first, a basic statistical analysis was performed to extract the 

fundamental information of R&D projects. Thereafter, network 

analysis methods were used with English keywords for R&D projects. 

Synonyms related to abbreviations or resulting from typing errors were 

integrated into one representative word, and all keywords were 

converted to lowercase letters to improve the accuracy of the network 

analysis results. Furthermore, using the co-occurrence analysis 

method, network and cluster analyses were performed on the keywords 

extracted for each period. Specifically, in cluster analysis, only the 

keywords recorded at least 7 times were selected to highlight issue 

keywords and to use high frequency keywords (Fig. 1). Furthermore, 

centrality, which is an important parameter in network analysis, was 

measured based on frequency and distance, which represent the 

linkage between nodes. In this study, the analysis was focused on 

degree centrality and betweenness centrality. In particular, a high 

degree centrality for a keyword indicates that many other keywords are 

linked to it, which indicates that research is being actively conducted 

in a specific field related to that keyword. Since betweenness centrality 

represents the shortest path between two unconnected keywords, a 

high betweenness centrality implies that the keyword is acting as a 

bridge between different research fields (Jeong et al., 2018; Lee, 2012; 

Borgatti et al., 2009). We used Knowledge MatrixPlus 0.80, developed 

by Korea Institute of Science and Technology Information, to generate 

the keyword matrix, Gephi 0.80 for centrality measurement through 

network analysis, and VOSviewer 1.6.10 for keyword cluster analysis 

and visualization.

Collecting data of logistics R&D projects from NTIS



Refining data by deleting non-relevant projects from raw data



Conducting basic statistical analysis on logistics R&D projects



Constructing co-occurrence matrix with cleansed keywords



Conducting social network analysis and visualizing cluster maps



Providing results and discussion of statistical & network analysis

Fig. 1 Research framework

3. Analysis

3.1 Analysis of the State of National Logistics R&D Projects

We observed that the number of national R&D projects in the 

logistics sector had increased steadily from 280 in 2005 to 327 in 2013 

after repeated fluctuations. This number then increased significantly to 

618 in 2019 (Fig. 2). The government expenditure in logistics R&D 

increased from 82 billion won in 2005 to 163 billion won in 2009, after 

which it significantly decreased to 98 billion won in 2011. However, it 

has increased steadily since then to 231 billion won in 2019 (Fig. 3). 

The increase in national R&D expenditure in the logistics sector since 

2012 is the result of the increased need in R&D for digitalization, 

hyper-intelligence, and advancement of logistics systems with the 

expansion of the e-commerce market, parallelly with the transition in 

the logistics paradigm toward Logistics 4.0.

Statistics regarding the regional distribution of national R&D 

projects in the logistics sector from 2005 to 2019 show that 1,178 

projects were undertaken in the Gyeonggi region, which was the 

largest number. This was followed by 1,163 in Seoul, 550 in Daejeon, 

and 492 in Busan (Fig. 4). These four regions accounted for 63% of the 

total number of logistics R&D projects. For the same period, the 

largest amount of government expenditure in logistics R&D was 558 

billion won in Daejeon, followed by 537 billion won in Gyeonggi 

Province, 319 billion won in Seoul, 7.5 billion won in Busan, and 48.3 

Fig. 2 Number of national logistics R&D projects

Fig. 3 Total governmental expenditure on national logistics R&D 

projects (unit: billion won) 
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Fig. 4 Regional proportion of national logistics R&D projects

Fig. 5 Regional proportion of total governmental expenditure on 

national logistics R&D (unit: billion won)

billion won in all other regions combined. In terms of government 

expenditure, 75% of the total research investment was in the top four 

regions; this indicated that the investment was highly concentrated in 

certain regions. Furthermore, in terms of the level of research 

expenditure per project (Fig. 5), several large-scale R&D projects have 

been conducted in Daejeon, which is home to several government- 

funded research institutes. It is believed that in the metropolitan area, a 

variety of large, small, and medium-scale R&D projects are being 

conducted by various entities, such as universities and companies. 

Moreover, it was found that apart from the metropolitan area and 

Daejeon, logistics research is being conducted most actively in Busan. 

This is likely because Busan has the world’s sixth largest port, the Port 

of Busan, in addition to numerous logistics companies and the largest 

number of logistics-related departments among all the community 

colleges in the Republic of Korea (BISTEP, 2019). Therefore, logistics 

R&D should evolve in a direction that would allow companies, 

research institutes, and universities from various regions to participate 

in order to improve the technologies being utilized by domestic 

logistics companies and enhance the current overall level of the 

logistics industry.

3.2 Keyword Network Analysis Results

3.2.1 Centrality analysis result

The top 10 keyword centrality results for national R&D in the 

logistics sector from 2005 to 2009 are presented in Table 2. A high 

Table 2 Top 10 keywords with highest centrality (2005–2009)

Rank Keyword
Degree 

centrality
Keyword

Betweenness 
centrality

1 Analysis 2.000 RFID 0.201 

2 RFID 1.000 Logistics 0.052 

3
Security 
manager

0.238 SCM 0.048 

4 Ubiquitous 0.233 Ubiquitous 0.035 

5 Logistics 0.200 Automation 0.025 

6 SCM 0.185 ERP 0.018 

7 USN 0.168 GPS 0.017 

8 Middleware 0.155 Inventory 0.016 

9 WMS 0.134 Optimization 0.016 

10 GPS 0.132 Transportation 0.015 

Table 3 Top 10 keywords with highest centrality(2010–2014)

Rank Keyword
Degree 

centrality
Keyword

Betweenness 
centrality

1 RFID 1.000 RFID 0.002 

2 Logistics 0.759 Logistics 0.002 

3 SCM 0.652 SCM 0.001 

4 Mobile 0.267 NFC 0.001 

5 Simulation 0.228 Localization 0.001 

6 NFC 0.215 Cloud 0.001 

7 Smart 0.194 Mobile 0.001 

8 Optimization 0.191 Anti-collision 0.001 

9 Port 0.184 GPS 0.001 

10 Cloud 0.183 Big data 0.001 

degree centrality was observed for the following keywords: RFID, 

Security, Ubiquitous, Supply Chain Management (SCM), Warehouse 

Management System (WMS), and GPS. This means that national R&D 

in the logistics sector was active in logistics supply, management, 

storage, and logistics communications such as RFID and GPS during 

the considered period. On the other hand, keywords with a high 

betweenness centrality were Ubiquitous, Automation, and Enterprise 

resources planning (ERP), along with RFID, SCM, Logistics, and 

GPS, which exhibited a high degree centrality as well. This indicates 

in that the logistics sector, technologies related to system management 

and communication have become a major topic of convergence 

research in various fields. Based on the keyword-centrality analysis for 

2010–2014 (Table 3), RFID, SCM, and Logistics were the most active 

areas of research. In addition, digital integration fields such as Mobile, 

Simulation, Smart, and Cloud had emerged as major research fields. 

This shows that hyper-connectivity had gradually started being 

introduced into the logistics system from the ICT (Information & 

communication technology) technology-based systemization of 

logistics management systems in the Republic of Korea. While the 

rankings for betweenness centrality and degree centrality were almost 
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the same in this period, localization and big data had newly emerged. 

Although convergence research has been performed in the fields of 

logistics management systems and in telecommunication fields such as 

RFID, SCM, Cloud, Mobile, and Big data, it is believed that such 

research was not active during 2010–2014 compared with other 

periods, as the betweenness centrality of the related keywords was 

relatively low.

According to Table 4, all keywords related to fourth industrial 

revolution technologies, such as IoT, Smart factory, Big data, Machine 

Table 4 Top 10 keywords with highest centrality(2015–2019)

Rank Keyword
Degree 

centrality
Keyword

Betweenness 
centrality

1 IoT 1.000 IoT 0.179 

2 Smart factory 0.525 Logistics 0.092 

3 Big data 0.458 Smart factory 0.066 

4 Logistics 0.404 Big data 0.055 

5
Machine 
learning

0.374 AI 0.048 

6 AI 0.360 Drone 0.046 

7 Deep learning 0.271 Machine learning 0.038 

8 Drone 0.216 
Autonomous 

driving
0.030 

9 Platform 0.214 Simulation 0.027 

10 Robot 0.209 Platform 0.027 

learning, AI, and Deep learning, exhibited a high degree centrality and 

betweenness centrality during 2015–2019. In the aforementioned 

period, these keywords showed a completely different trend from the 

logistics R&D trend for the previous 10 years. In particular, research 

on logistics automation, unmanned logistics, logistics sharing, etc. 

through Robot, Automation, Autonomous vehicle, Cloud, and 

Platform technologies is being extensively conducted. It is important 

to incorporate fourth industrial revolution technologies such as AI, 

IoT, and Cloud into existing logistics systems and facilities to promote 

innovation. Presently, the characteristics of Logistics 4.0 are being 

reflected in domestic logistics R&D.

3.2.2 Cluster analysis result

In this study, a network was mapped using the VOSviewer program 

for cluster analysis using the keyword network matrix for each period 

considered in the centrality analysis. To maintain the same analysis 

conditions for each period (2005–2009, 2010–2014, and 2015–2019), 

the resolution was set to 0.8, the minimum cluster size was set to 5 as a 

clustering analysis option, and the average number of keywords used 

for mapping was limited to approximately 200. 

As shown in Fig 6, the network map of the first period (2005–2009) 

revealed seven clusters. RFID, which exhibited high centrality, was 

located at the center of the network map and formed a cluster with 

Green logistics, Port logistics, Mobile, Simulation, and Monitoring. 

Communication-related technology fields such as Ubiquitous, Sensor 

network, Wibro (Wireless broadband) and Logistics were the next 

Fig. 6 Network map of logistics R&D presenting technology clusters (2005–2009)
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Fig. 7 Network map of logistics R&D presenting technology clusters (2010–2014)

Fig. 8 Network map of logistics R&D presenting technology clusters (2015–2019)
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major clusters. In the aforementioned period, the government strongly 

emphasized fostering the ICT field. In particular, government 

expenditure in Ubiquitous and Wibro-related technologies increased, 

and this trend is believed to have significantly affected logistics 

R&D. In addition, other focus areas were a cluster representing the 

field of international and maritime logistics, including Container, 

Transportation, Terminal, ERP, and International logistics, and another 

cluster related to transport management systems such as Standard, 

Traceability, and Visibility. As depicted in the network map (Fig. 7) of 

logistics R&D conducted between 2010 and 2014, seven clusters were 

obtained. Logistics and RFID, both of which exhibit high degree 

centrality and betweenness centrality, were located at the center of the 

network map, and each was clustered as an important research field. 

Specifically, Logistics formed an eco-friendly logistics-related cluster 

with keywords such as Green SCM, Risk management, and 

Eco-friendly, whereas RFID formed a logistics and communication 

cluster with Antenna, Computing, Mobile, and Network. In addition, 

cold-chain clusters, such as Cold chain, Substitution system, and 

Package, and smart logistics clusters, such as IoT, Big data, Cloud, and 

Data gathering, had newly emerged. This indicates that domestic 

logistics R&D was evolving from the existing conventional logistics 

field to a more advanced type of logistics. Furthermore, the network 

map for 2015–2019 revealed eight clusters, as shown in Fig. 8. This 

network map is significantly different from that obtained for the 

logistics R&D conducted in the previous 10 years. Specifically, 

intelligent and digitizing technologies such as IoT, Big data, Platform, 

and AI emerged as key research areas in this period. First, clusters 

related to unmanned logistics, such as Robot, Unmanned aerial vehicle 

(UAV), and Autonomous, indicated the major research fields, while 

those related to logistics digitalization, such as Big Data, Simulation, 

and Process mining, were also present. In addition, clusters related to 

logistics intelligence such as AI and Cloud were located on one side. 

Moreover, logistics safety-related clusters, such as Security and Safety, 

and logistics standard-related clusters for systematization of logistics 

systems, such as International standard, Technical management, and 

System integration, had emerged. In particular, technology-related 

clusters, such as Platform and Export, were also being proposed to 

promote logistics sharing.

3.3 Implications

Since 2015, major changes have occurred in logistics-related 

national R&D in terms of the number of projects, government 

expenditure, and research fields. Since 2005, government expenditure 

in logistics R&D had not changed significantly, exhibiting a box 

pattern at a certain level; however, since 2015, it has shown a steady 

rise. In particular, since 2007, national R&D projects have been 

planned and conducted actively in the fields of transportation logistics, 

logistics system improvement, technology development, intelligent 

port logistics, and advanced logistics technology development (KOTI, 

2015). However, the effect of increasing investment in logistics R&D 

became apparent only after several years. Meanwhile, the global 

e-commerce market had grown rapidly since mid-2010 and was 

expected to grow from USD 233 billion in 2014 to USD 994 billion in 

2020 (CJ Logistics, 2017). As a result, cross-border logistics also 

proliferated (BISTEP, 2019), and it is believed that the rapid change in 

the logistics environment led to the increased investment in domestic 

logistics R&D. In other words, national R&D in the logistics sector 

seems to have been considerably influenced not only by government 

policies but also by the changing logistics paradigm and the growth 

potential of the logistics market. Furthermore, we analyzed the status 

of logistics R&D by region. We found that the regional concentration 

was high in the metropolitan area of Seoul and Gyeonggi, in Daejeon 

and in Busan. This means that research on logistics-related technology 

development is being actively conducted, mainly by large and 

medium-sized logistics-related companies, universities, research 

institutes, and government-funded research institutes located in these 

regions. Therefore, based on corporate demand, logistics R&D must 

be undertaken by several logistics companies that do not possess their 

own technology, to respond to the latest changes in the logistics 

paradigm. In future, the logistics industry will continue to undergo 

major changes in response to rapidly changing environments, which 

will involve diversification of customer demand (dawn delivery, last 

mile, product diversification, etc.), development of IT technology, and 

globalization of corporate management. In this era of Logistics 4.0, 

unmanned logistics, shared logistics, personalized logistics, logistics 

security, and logistics safety will be strengthened. In particular, the 

importance of cold-chain logistics is growing with the increasing 

global demand for pharmaceuticals and fresh foods. Therefore, in 

terms of domestic logistics R&D, greater investments should be made 

for the development of technologies such as robots, unmanned 

vehicles, and drones and for that of logistics systems using intelligent 

information technologies, such as AI and AR, to respond to the 

advancement of unmanned logistics and automation. In addition, the 

need for logistics security and safety also increases with the increasing 

use of shared logistics and automation. Therefore, investment in R&D 

is also required for systems that can systematically and stably manage 

logistics information using IoT and big data, based on ICT. To respond 

to diversification and personalization of logistics items, national R&D 

expenditure also needs to be increased in areas related to logistics 

forecasting using advanced cold-chain systems and in AI and big data 

analysis. The results of keyword network analysis show that national 

logistics R&D has responded swiftly to the changing logistics 

paradigm. In particular, R&D capabilities were concentrated on 

conventional logistics communication and logistics management 

systems such as RFID, SCM, and WMS until the early 2010s. 

However, the studies that have been conducted recently are focused on 

convergence with fourth industrial revolution technologies such as 

IoT, AI, and Cloud, and smart logistics. Therefore, the technology 

convergence of the fourth industrial revolution needs to be 

strengthened, on-site demand needs to be reflected, and investment in 
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Logistics 4.0 technology development needs to be increased gradually 

while sustaining this trend in future logistics R&D. As a result, 

logistics R&D must transcend research and contribute to the 

development of the domestic logistics industry.

4. Conclusion

In this study, we examined the current state of expenditure and the 

major trends in national R&D in the logistics sector in the Republic of 

Korea from 2005 to 2019. The scale of government expenditure in the 

logistics sector has been increasing rapidly since 2015, parallelly with 

the rapidly growing global logistics market. Logistics R&D trends 

assessed through social network analysis were found to be different for 

each of three five-year periods (2005–2009, 2010–2014, and 2015–
2019). In the first period (2005–2009), several areas related to the 

conventional logistics industry, such as communication and 

management systems, which include RFID, SCM, and GPS, emerged. 

In the second period (2010–2014), ICT-related technologies such as 

mobile and cloud began to emerge as the key fields for investment, 

along with conventional logistics fields such as RFID and SCM. 

However, in the most recent period (2015–2019), technologies related 

to Logistics 4.0 such as IoT, Big data, and AI were observed to be 

major research areas, and the national logistics research capabilities 

were focused on the latest technology trends. This study showed that 

the logistics R&D expenditure of the Korean government, which was 

stagnant in the early 2000s, has grown in response to the rapid growth 

of the logistics market and to the changes in the logistics paradigm 

occurring since the mid-2010s. In the future, logistics technologies and 

industrial fields are expected to undergo rapid advancements. 

Therefore, the need to concentrate and expand R&D in the advanced 

fields of Logistics 4.0 (such as logistics automation, sharing, 

personalization, and cold chain) and in logistics security and safety 

was emphasized in this study, along with the continuous increase in 

government expenditure in logistics R&D. However, the level of 

logistics technology data and descriptions of applied industries were 

insufficient in this study because the trend analysis was performed by 

focusing only on the keywords of R&D projects. Therefore, in our 

future research, a systematic analysis will be conducted using various 

types of information regarding R&D projects, focusing on the logistics 

technology tree and the logistics industry.
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1. Introduction

An increase in national income generally increases the level of 

interest in marine leisure activities and the demand for vessels used for 

such activities. As sale yachts approximately 30 ft in length have 

recently gained global popularity, many of these vessels have been 

manufactured in many countries, including South Korea. International 

competitiveness in sale yacht manufacturing can be achieved only 

through the satisfaction of conditions related to exterior design and 

price competitiveness based on the performance and price of fittings 

and production process efficiency. A steering system is an essential 

vessel device for marine navigation; it is connected to a rudder to 

enable an operator to control the direction of the vessel. Both the 

steering system and sails are main vessel equipment that require the 

operator to control them appropriately with less power applied (Song 

et al., 2017). Although the steering system serves as the core facility 

for sail yachts, South Korean manufacturers have primarily imported 

most components of these systems, such as the pedestals, sheaves, 

chain gears, and quadrants have been imported. The steering system 

requires a considerable amount of time and labor for its installation in 

the body of a sail yacht owing to connections to various components, 

such as those mentioned above. Hence, its price competitiveness is 

affected significantly. In this study, methods for improving the 

structural stability and functionality of existing steering systems and 

reducing the cost of these systems based on their characteristics were 

investigated. Accordingly, a steering system modularization method 

based on the development of components that can replace imported 

components for reducing manufacturing cost and increasing 

productivity during production is proposed. In addition, it is confirmed 

that the proposed method increased the price competitiveness of the 

developed steering system and its technological competitiveness 

through performance enhancement.

2. Structure and Modularization of Steering Systems

2.1 Overview of Steering Systems

Steering systems in sail yachts are devices connected to rudders and 

are used to change the direction of the vessels. They are classified into 

tiller- and wheel-based steering systems based on steering methods. 

Furthermore, they can be categorized into single- and twin-wheel 

steering systems according to wheel operation methods (Miyata et al., 

1998/2006). Fig. 1 shows the process of operating a steering wheel 

system. When the steering wheel is rotated to change the direction of 

the sail yacht, the torque from the wheel is transmitted to a rudder and 

used to change the direction of the sail yacht. The components 

involved in transmitting the wheel torque to the rudder include a 

steering wheel, cable sheave, bulkhead, quadrant, and a rudder on a 

steering stand. 
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Fig. 1 Component of steering system of sail yacht

However, existing steering systems are technically inefficient in 

terms of torque transmission and manufacturing. Specifically, indirect 

steering methods based on cables reduce the torque transmission 

efficiency. Most components of existing steering systems are imported 

from other countries and are additionally processed and assembled. 

However, it is difficult to install a steering system based on these 

components owing to the complex system structure. Moreover, all the 

components require additional assembly processes and space for the 

process. In addition, the import of the components of the steering 

system used in a sail yacht of approximately 30 ft (9.14 m) in length 

incurs approximately 11,000,000 KRW including tariffs. Such an 

amount of import expense accounts for 5% to 6% of the entire sail 

yacht production cost.

2.2 Steering System Modularization

The bulkheads, pedestals, and sheaves of existing steering systems 

are separate from each other and hence must be connected for 

installation. In other words, a certain amount of time and labor are 

required for the sequential assembly of these components. However, 

the modularization of these components facilitates the assembly of 

components based on a bulkhead in advance and renders installation 

for connecting these components unnecessary. Fig. 2 shows the 

conceptual diagrams of an existing steering system assembled based 

on imported components and a steering system assembled through 

modularization.

When the components of a steering system are modularized, 

pedestals are bolted and fixed to bulkheads. Consequently, processes 

for fixing pedestals and decks at their correct locations are not required 

in this method, unlike the existing method. Moreover, plates used for 

the fixture of sheaves need not be manufactured additionally because 

these components are directly installed on the bulkheads. Hence, 

processes for producing and installing plates for the fixture of sheaves 

(a) Before modularization

  

(b) After modularization

Fig. 2 Comparison of the before and after modularization of 

steering system

can be eliminated. Accordingly, such process change can reduce the 

number of installation tasks in confined spaces, increase productivity, 

and decrease factors that might cause quality issues. However, as the 

form of existing pedestals imported from other countries is 

inappropriate for the component modularization, it should be 

redesigned accordingly. 

2.3 Comparison of Processes Before and After Steering 

System Modularization

Table 1 lists the assembly and production processes of the steering 

system before and after modularization. During yacht manufacturing, 

steering system installation begins with bulkhead installation, 

followed by deck mounting, and installation of main components of the 

steering system, such as thee pedestal, sheave, quadrant, rudder, wheel, 

and cable.

The steering system modularization replaces the existing process of 

pedestal bonding with direct pedestal bolting, thereby eliminating the 

processes of fixing pedestals for bonding and producing plates for 

these components as well as the processes of producing and bonding 

plates for connecting blocks. Consequently, six to twelve stages of the 

existing steering wheel installation process before modularization 

become unnecessary, and the number of stages required for steering 

wheel installation is reduced from 16 to 9 after modularization. The 

modularization method reduces the amount of installation time by 

approximately 5 d and that of man hours by 20 MH based on a decrease 

in work time and loss caused by the waiting time for CNC 

(Computerized numerical control) processing and resin curing. 

Furthermore, it increases the productivity of steering system 

installation and curtails the number of main and subsidiary materials. 

Additionally, it is expected to ultimately improve the performance and 

quality of the steering system through increased installation precision 

and joint quality via the adjusted pedestal joint method. 
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Table 1 Comparison of before and after steering system modularization

Production order of steering system

When 
modularizati

on is not 
applied

1. Bulkhead installation 

2. Deck mounting 

3. Pedestal body processing 

4. Deck hole processing 

5. Panels production to fix pedestal deck 

6. Fixing plates to pedestal angle 

7. Pedestal deck bonding 

8. Making plates for installation of connecting 

block of housing including sheave 

9. Plates bonding (left) 

10. Platesl bonding (right) 

11. Laminated reinforcement with glass fiber above 

and below the plate joint (left) 

12. Laminated reinforcement with glass fiber above 

and below the plate joint (right) 

13. Block connection and sheave assembly 

14. Rudder and quadrant assembly 

15. Wheel assembly 

16. Cable connecting

When 
applying 

modularizati
on

1. Bulkhead modular installation 

2. Deck mounting 

3. Pedestal body processing 

4. Deck hole processing 

5. Pedestal and bulkhead bolting through the deck 

6. Block connection and sheave assembly 

7. Rudder and quadrant assembly 

8. Wheel assembly 

9. Cable connecting

2.4 Development of Components and Replacement of Imported 

Components 

Existing pedestals imported from other countries cannot be 

connected with the bulkheads through bolting in the proposed steering 

system modularization method. Hence, a pedestal was redesigned and 

manufactured. Additionally, other components such as the quadrant, 

steerer, and cable sheave were developed for cost reduction.

2.4.1 Pedestal 

The exterior of the pedestal was designed by a professional design 

company based on the result of a survey conducted based on yacht 

users to increase practicality and esthetic satisfaction. It was 

manufactured with carbon to ensure durability. As shown in Fig. 3(a), 

its length was extended with a bulkhead for bolting. An interference 

section was removed to prevent interference by sheaves, and an resin 

infusion process was applied.

2.4.2 Quadrant 

A quadrant was manufactured via resin transfer molding, and 11 

molds were used for its complex form, as shown in Fig. 3(b). The 

molds were cast with aluminum because this material is unlikely to be 

(a) Pedestal (b) Quadrant

(c) Cable sheaves (d) Steerer

Fig. 3 Components of steering system developed for substituting 

imported components 

transformed by heat during heat curing, and it facilitates fine and 

detailed processing. The quadrant was produced using highly durable 

carbon.

2.4.3 Cable sheave

A sheave for rotating a cable and its housing for bolting using a 

bulkhead were designed and manufactured, as shown in Fig. 3(c). They 

were produced using AL6061 owing to its favorable structural 

strength.

2.4.4 Steerer 

A steerer used as a rotation gear for a steering wheel can halt the 

rotation of a steering wheel, and a chain gear that can be connected 

with a chain. This component was manufactured using SUS316 to 

ensure corrosion resistance and strength against seawater, and its 

housing was produced using AL6061. In addition, a retainer was 

inserted to prevent the inflow of seawater.

3. Structural Evaluation of Steering System 

Applying Modularization Method

3.1 Review of Mechanism of Developed Steering System

The mechanical mechanism for force transmission in the developed 

steering system is based on the order of the steering wheel, chain, 

cable sheave, cable, quadrant, and rudder. Specifically, components 

such as the steering wheel, chain, cable, and rudder are used to transfer 

force directly. Components such as the cable sheave and quadrant 

serve as media for facilitating more flexible direction adjustments 

during force transmission. The ultimate force refers to pressure loads 

represented as a head applied to the rudder in the sea (ISO, 2009). The 

rudder is constantly affected by dynamic loads during the navigation 

of sail yachts, including static loads from the surface of water on which 

the rudder is placed, dynamic loads under the wave loads applied, 

loads that might occur because of the sailing velocity of the sail yacht, 
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Fig. 4 Result of drag force and torsional load 

Table 2 Materials of steering system components

Components
Carbon
(Uni-D)

Multiaxial 
fiberglass
(E-Glass)

PVC 
foam

Bulkhead module • •
Pedestal • •
Quadrant • • •
Sheave Aluminum (AL6061)

and loads caused by tidal currents (Marchaj, 1996). However, loads 

caused by tidal currents were assumed to be insignificant and hence 

disregarded in this study. Considering the constant and complex 

effects of the aforementioned loads, the structural safety of the 

developed steering system was analyzed under a sail yacht speed of 

7.8 kn (14.4km/h) and a rudder angle of 13°, in which the most 

significant effects of loads were applied. At this time, the surface area 

and depth of the rudder were set at 1,153,388.2 mm2 and 1,775 mm, 

respectively.

The drag force and torque were calculated to be 266 N and 3,256 

N·m, respectively, under the conditions as shown in Fig. 4. Moreover, 

it was analyzed that the bulkhead module connected to the pedestal 

supporting the steering system and the body of the sail yacht were safe 

in terms of its structure and material. Table 2 shows the types of 

materials used for the components of the developed steering system.

3.2 Structural Safety Evaluation of Quadrants

The structural stability of the quadrant was evaluated based on loads 

transferred to the quadrant connected to the rudder when the maximum 

load was applied to the rudder. The material properties of the quadrant 

were identified through a specimen test, in which the yield strength 

and density were calculated to be 381 N/mm2 and 1.538 g/cm3, 

respectively. Moreover, a structural analysis was performed based on a 

commercial analysis program, Abaqus. As for the modeling 

conditions, the number of nodes was established as 42,709, number of 

elements as 26,400, and rotation torque in the Z-direction considering 

external loads as 3,256 N·m.

Boundary conditions for the structural analysis were established as 

follows. First, a reference point (RP) was set in the center of the model, 

and kinematic coupling was applied to the inner wall. The 

displacement and rotation in all directions, except rotation in the 

Z-direction, based on the RP were restricted as constraints for setting 

the loads and boundary conditions. To restrict the displacement caused 

by inertial force in the tangential direction to the circumference, only 

the Y-direction was restricted through the establishment of a local 

coordinate system for the tangential direction (refer to Fig. 5.)

The analytical result indicated that the stress applied to the quadrant 

occurred at the part connecting the quadrant and rudder. The maximum 

tensile strength of the quadrant was calculated to be 278.6 N/mm2 , 

which was lower than its yield strength of 381 N/mm2 . Therefore, this 

component was evaluated to be structurally safe (refer to Fig. 6.)

    

Fig. 5 Boundary conditions of modeling 

       

Fig. 6 Stress distribution of quadrant
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4. Review of Manufacturing Cost of Steering 

System Before and After Modularization

The difference in manufacturing cost of the steering system before 

and after the development of its components and modularization is as 

follows. Before steering system modularization, only the purchasing 

cost for imported components was incurred. After steering system 

modularization, the mold casting cost, which is considered an initial 

investment cost for component manufacturing, material cost for 

component manufacturing, and labor cost were incurred owing to the 

manufacturing and installment of components developed in this study. 

However, the entire cost for steering system manufacturing after 

steering modularization was calculated to be lower than that based on 

imported components, as will be explained in detail below. The mold 

casting cost can be offset from the second cycle of manufacturing, in 

that additional cost reduction can be achieved through mass 

manufacturing, Moreover, steering system modularization resulted in a 

decrease in the number of processes for steering system installment, 

cost for materials (such as plates for fixing the pedestal, and fiber and 

resin for fixing sheaves, which are required in the existing method), 

work time, and waiting time for CNC processing and resin curing.

Table 3 shows the cost calculated for the reduced production process 

and material cost. When the existing purchasing cost for imported 

components was converted to 100, the total amount of material cost 

and labor cost for manufacturing the components developed in this 

study was calculated to be 76.7. The labor cost was calculated based on 

the man hours required for the assembly of components. Moreover, the 

work time reduced by approximately 5 d owing to the reduced 

production processes. Subsequently, the amount of reduced cost such 

as the labor cost was calculated to be 9.8. When the reduced amount 

Table 3 Cost comparison of before and after modularization

Case Production cost ratio (%) 

When installing existing 
imported products and 

not applying 
modularization

Pedestal: 57.9
Quadrant: 9.1

Cable sheaves: 10.7
Steerer: 12.1

Transportation: 10.9

Total: 100

When installing products 
developed and 
modularization 

application

material cost

Pedestal: 17.1
Quadrant: 4.0

Cable sheaves: 7.1
Steerer: 17.1
Al mold: 1.4

FRP mold: 4.7

Labor costs

Pedestal: 17.0
Quadrant: 7.7

Cable sheaves: 0.3
Steerer: 0.3

Total: 76.7

1 man-hour = 16,700 KRW (assumed)
1 Euro = 1,302 KRW application
Import prices were confirmed by domestic companies

was applied to 76.7, the ultimate cost required for the steering system 

manufactured using the proposed method was calculated to be 66.9. 

Therefore, the entire cost for sail yacht manufacturing after steering 

system modularization was reduced by approximately 33% compared 

with that based on the imported components. In addition, the steering 

system manufacturing cost is expected to reduce even further by 

applying steering system modularization based on the components 

developed in this study, considering the increased structural strength of 

the developed quadrant compared with that of imported quadrants 

based on materials, tariffs for imported components, and other 

expenses.

5. Conclusions

The difference in the steering system of a sail yacht before and after 

the modularization of its steering system components was analyzed in 

this study. The findings of this study are as follows:

(1) In the steering system manufacturing process, the number of 

stages for the installation process was reduced from 16 to 9 after 

modularization considering steering system operation. Seven stages of 

CNC processing, plate and fixture manufacturing, and bonding were 

eliminated, and the required amount of man hours and work time 

decreased through such a process. The performance of the steering 

system improved after replacing the existing bonding-based pedestal 

fixture method to the developed mechanical pedestal fixture method. 

(2) As the imported pedestals were not suitable to be used in the 

developed steering system modularization method, a new pedestal was 

developed in this study and resulted in cost reduction. Furthermore, a 

steering wheel, steerer, and cable sheave were developed in this study 

and resulted in cost reduction. A structural analysis based on the 

developed components was performed, and structural safety of these 

components was confirmed through the analysis.

(3) The cost for steering system manufacturing after modularization 

reduced by approximately 33% compared with that based on imported 

components in single steering system manufacturing although an 

initial mold casting cost for component development was incurred. 

Furthermore, because the amount of time required for sail yacht 

manufacturing decreased by approximately 5 d, the steering system 

modularization method was confirmed to be effective in terms of 

production cost and productivity. In addition, it was superior to the 

existing methods using imported components, as its mold casting cost 

can be offset from the second cycle of steering system manufacturing 

through mass production.
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1. Introduction

The importance of unmanned surface vehicles (USVs) and 

unmanned underwater vehicles (UUVs) has recently increased as 

various marine resources, such as petroleum and gas, are gaining 

importance (Bentley, 2002; Nicholson and Healey, 2008). Although 

massive amounts of resources are present in the oceans, marine 

exploration is difficult to perform due to ocean currents and weather 

conditions (Hou, 2013). Particularly, the operation of a UUV in water 

poses difficulties that are not encountered on land, such as difficulties 

in supplying power, communication issues, low visibility, and water 

pressure. Recently, studies on platforms that combine USVs and 

UUVs have been performed to resolve such difficulties. Sarda and 

Dhanak proposed a hybrid surface and underwater vehicle (HSUV) 

that assists in launching and recovering vessels using tether cables 

(Sarda and Dhanak, 2017). However, this platform is limited in terms 

of power supply and real-time transmission of large amounts of data. 

Zwolak et al. proposed a similar platform that can additionally acquire 

large amounts of data (Zwolak et al., 2017); however, this platform 

faces difficulties in real-time data transmission and power supply for 

long-term operation. In addition, it is difficult to obtain the real-time 

location of a UUV.

To resolve the aforementioned limitations, an HSUV that combines 

a USV and a UUV, retaining their advantages, is proposed in this 

study. The USV used is a stable catamaran designed to easily 

accelerate (Molland et al., 1994). The UUV used is also a catamaran 

that receives power from the USV, liberating space that would be 

occupied by batteries and increasing the payload capacity. Sensor data 

of the UUV can be verified in real time on land through a tether cable, 

and control commands can be transmitted. The power supplied from 

the USV enables UUV to be operated for a long period of time using 

its function for real-time communication with land. In addition, images 

from the UUV can be acquired in real time on land. The real-time 

relative locations of the USV and UUV can be identified by utilizing 

ultra-short base line (USBL) sensors.

The system components, kinetics, and control algorithm of the 
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developed HSUV are described in Sections 2, 3, and 4, respectively. 

Kinematic performance and control test results from offhshore tests 

are described in Section 5.

2. System Structure of Hybrid Surface & 

Underwater Vehicle

Fig. 1 shows the structure of the HSUV constructed for this study. 

Operation console commands are transferred to the USV and UUV via 

a hub through wireless bridges, and USV and UUV are connected 

through a tether cable. The total weight of the HSUV, excluding the 

operation console, is 350 kg.

2.1 System Components of the Hybrid Surface and Underwater 

Vehicle 

The system of the HSUV was constructed as in Fig. 2, and the 

console was constructed to control it. A personal computer (PC) in a 

land station has a program written in C# to identify the real-time 

condition of the surface and underwater vehicles via a graphical user 

interface (GUI). The main controller of the USV uses CYBCKIT-059 

PSoC to operate the propellers, and the code was written to 

autonomously sail based on global positioning system (GPS) and 

attitude and heading reference system values. The surface vehicle is 

equipped with two cameras, a battery management system (BMS), a 

USBL, and light detection and ranging (Lidar), which can be verified 

Fig. 1 HSUV components

on the operation console. The main controller of the underwater 

vehicle uses Pixhawk, and the cameras and side scan sonar data can be 

verified in real time on the operation console.

2.2 System Components of Unmanned Surface Vehicle 

The components of the USV are shown in Fig. 3. The USV is a 

stable catamaran that has a buoyancy gain and can quickly accelerate. 

It transports the UUV to an exploration point by realizing GPS 

location information-based autonomous sailing. Voltage decreases and 

efficiency are considered to install batteries of 48 V and 24 V in the 

USV. The winch system of the USV consists of a brushless 

direct-current motor, a slip ring, and a level shaft. This system stably 

winds the tether cable, supplies electric current to the UUV, and 

controls exploration depths. The lidar and camera sensors were 

attached to recognize obstacles. The Lidar is capable of 360° 

omnidirectional identification. Front and docking verification cameras 

provide visual assistance in operation. The specifications of the USV 

are listed in Table 1.

Fig. 3 USV components

Fig. 2 HSUV system configuration 
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Table 1 USV and UUV specifications

Item Specification

USV size (m) 3.3 × 2.5 × 1.6

USV weight (kg) 310

UUV size (m) 1.15 × 0.55 × 0.3

UUV weight (kg) 49.5

2.3 System Components of Unmanned Underwater Vehicle 

Fig. 4 shows the UUV components. The UUV has an underwater tilt 

camera and a side scan sonar as sensors for exploring seabed terrain 

and underwater structures. The UUV weighs 49.5 kg on land and has a 

negative buoyancy of 14 kg. It is constructed in the form of a 

catamaran with relatively stable rolling to acquire high precision data 

from the side scan sonar. Depths are controlled using the depth 

sensor-based winch system and six propellers are used in the hull to 

allow six-axis control. The kinematic performance and USBL data are 

used to accurately identify the location of the underwater vehicle and 

perform various tasks. Ethernet is used for data transmission, and the 

data transmission rate to/from the land station is approximately 86 

Mb/s. This value is verified using the iperf program, as shown in Fig. 

5, and the data of each sensor can be verified in real time at the land 

station. The underwater camera is mounted in the dome-shaped space 

on the front of the underwater vehicle and its direction can be adjusted 

up to 90° using a tilt servo motor. It is a low-light camera for 

exploration in dark water and has horizontal and vertical visual fields 

Fig. 4 UUV components

Fig. 5 Ethernet speed measurement result using ‘iperf’ program

of 80° and 68°, respectively.

Considering voltage decreases through the tether cable, the 

underwater vehicle received 48 V direct-current power. Data are 

transmitted between the surface and underwater vehicles through the 

tether cable via power over Ethernet. A light whose brightness can be 

adjusted up to 1,500 lm was attached for dark underwater exploration.

2.4 Operation Console and GUI Program

Fig. 6 shows the operation console of the HSUV. The operation 

console was built to verify side scan sonar data, cameras, and the 

current states and control commands of the USV and UUV in real 

time. A commercial PC, a joystick, and Wi-Fi equipment are loaded in 

a case, and an inverter is mounted inside the console to supply power 

to access point (AP) bridges. The console has sufficient space to 

efficiently store the power cable, mouse, and joystick required for 

operation. A cooling fan was also attached, considering the strong 

direct sunlight on the sea.

Fig. 7 shows a part of the operation program used in this study. This 

program was written to verify numerical data of surface and 

underwater vehicles and GPS and intuitively view the data via GUI. 

Google Map is provided to verify real-time locations and paths. 

Joystick, way point (WP) and dynamic positioning (DP) modes, and 

winch control are implemented as functions of the program. The four 

cameras of the HSUV are connected to the operation console via dual 

monitors to conveniently monitor their output. 

Fig. 6 Operation console components

Fig. 7 Operation console program
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3. Kinetics of Hybrid Surface and 

Underwater Vehicle 

The dynamics of the HSUV is based on the Newton–Euler equations 

and vectors. The USV moves along the x-axis and y-axis; hence, its 

motion can be expressed as surge, sway, and yaw. The notation 

associated with each axis is presented in Table 2. Considering the 

Coriolis centripetal force and attenuation acting on the USV, the 

dynamic equations can be expressed as Eqs. (1)–(3). The detailed 

definitions for the parameters and states are described in Fossen (2011) 

and Cho et al. (2020).

Table 2 Notation of Society of Naval Architects and Marine 

Engineers for USV and UUV

Translational motion Force Position Linear velocity

Surge   

Sway   

Heave   

Rotational motion Moment Euler angle Angular velocity

Roll   

Pitch   

Yaw   

 
  

 

(1)

 
  

 

    

(2)

  
   

 
     

(3)

Here,  is the mass,  is the mass moment of inertia, and   is the 

thrust of two rear thrusters attached to the USV.

Eqs. (4)–(6) represent the motion of the UUV. The UUV follows the 

considerations for USV, but surge, sway, and yaw are considered as 

relative locations and relative direction angles. The subscript  in Eqs. 

(4)–(6) was used to avoid confusion with the equations of the USV. 

The symbol on the right side of sigma represents the sum of 

environmental disturbance and thrust.
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4. Control Algorithm of Hybrid Surface and 

Underwater Vehicle 

4.1 Dynamic Positioning Algorithm

The DP algorithm of the USV is illustrated in Fig. 8. The DP process 

is performed as follows: when the USV moves out of a target radius 

due to the effect of tidal current or wind, it obtains its rotational 

direction angle toward a DP point and adjusts its heading. The 

platform moves when the heading of the platform coincides with the 

target direction angle, and stops when it reaches the target point. 

Fig. 8 DP algorithm

  
   

 
 (7)

Eq. (7) represents the distance error.   represents the 

location of the HSUV, represents the target point location, and  is the 

target radius.

4.2 Way Point Algorithm

The WP algorithm is illustrated in Fig. 9. When the latitude and 

longitude of a target point are given, the USV obtains its target 

direction angle using the line of sight and adjusts its heading. The 

platform moves when the heading of the platform corresponds to the 

target direction angle, and stops when it reaches the target point. This 

process is completed and repeated toward the next WP.

  tan  
   (8)

Eq. (8) represents the direction angle error.  represents 

the location of the HSUV, and   represents the target point 

location.
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Fig. 9 WP algorithm

5. Offshore Tests 

Offshore tests were performed on the relatively calm coast of the 

Korea Maritime and Ocean University to evaluate the performance of 

the proposed HSUV and its control system. The offshore tests include 

accuracy tests of the GPS, which is the key sensor on land, and 

communication tests. Based on these tests, route tracking tests of the 

USV, DP, and performance tests of the side scan sonar were 

performed. 

Tests for the communication distance of the platform were 

performed prior to the main tests. The communication equipment used 

in the unmanned vessel has a high effective transmission rate of 360 

Mb/s and additionally uses an omnidirectional antenna.

The test results indicated that data are effectively received and 

transmitted up to 890 m in the absence of obstacles between 

thewireless communication devices. Fig. 10 shows a picture of the 

offshore tests performed.

Fig. 10 Sea experiment

5.1 GPS Sensor Tests

The GPS sensor used in the proposed hybrid system provides true 

north data, magnetic north data, and altitude values. Tests for moving 

Fig. 11 GPS performance test 

the system 5 m and then returning to the initial point were performed 

to verify the reliability of sensor values. The test results are shown in 

Fig. 11.

5.2 WP Tests

Route control tests were conducted on the USV to individually 

evaluate the accuracy of the sensors.

The WP algorithm of Section 4.2 was used for the USV to reach four 

WPs on the sea in these tests. Fig. 12 shows the corresponding results, 

and Table 3 lists the WPs designated in the operation console. The 

latitude and longitude of the four WPs were input into the operation 

console and WPs 1–4 were reached from the start point. The maximum 

error obtained for the WPs was 2.6 m.

Fig. 12 WP results of USV

Table 3 USV way points

Way point Latitude Longitude

Start point 35.0748403 129.0853198

Way point 1 35.0749253 129.0852248

Way point 2 35.0752943 129.0849620

Way point 3 35.0750570 129.0842860

Way point 4 35.0747102 129.0845596
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5.3 Side Scan Sonar Performance Tests

A side scan sonar was mounted on an underwater drone to measure 

the state of the bottom of a river. The tests were performed on the 

estuary bank of the brackish water zone of Nakdong River. As the river 

is not deep, the UUV was lowered 0.5 m, towed by the USV, and 

moved straight-line distances. Fig. 13 shows pictures of captured 

bridge posts and fishes. 

Fig. 13 Search result of the river bottom using side scan sonar

5.4 Dynamic Positioning Tests

The DP algorithm of Section 4.1 developed for this study was used to 

perform the DP of the USV on the sea. The DP algorithm was constructed 

to operate the controller when the USV moves out of a target radius of 

3.0 m to extend the operation time of the USV. With the algorithm, the 

3.3 m USV was controlled to remain within a certain radius. Fig. 14 

shows the results of ten minutes of DP in measurement units of 500 ms. 

The test results generally satisfied the target error radius of 3.0 m, and the 

average DP error was 2.03 m, which shows that DP was adequately 

performed in comparison to the full length of the vehicle. 

Fig. 14 DP results for the USV

6. Conclusions

In this study, the structure and control system of the HSUV were 

designed and constructed and basic performance tests were performed. 

The sensor data of the USV and UUV can be verified in real time 

through the tether cable, and the UUV can be used for a long period of 

time. The individual sensor performance tests were performed, 

followed by offshore tests using the controller algorithms constructed 

in Section 4 to verify the performance. The maximum error of the WPs 

of the USV was 2.60 m, and the average DP error was 2.03 m, which 

indicates the excellence of the control system. In addition, the side 

scan sonar of the UUV was used in the same sea area to explore the 

bottom of a river. The river, surrounding terrain, and fish search 

information could be monitored in real time at the land station by 

utilizing the real-time communication system.
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1. Introduction

Composite materials such as GFRP (glass-fiber reinforced plastic) 

and CFRP (carbon-fiber reinforced plastic) provide superior material 

properties compared to structural steels in terms of specific strength, 

fatigue resistance, and anti-corrosion. Consequently, composite 

materials are widely used for structural materials in various fields, 

such as the aviation, automotive, shipbuilding, and marine industries 

(Weitzenböck et al., 2010). Particularly, CFRP is steadily garnering 

attention both as the hull construction material of small ships and 

high-speed crafts that require weight reduction, and also as a high-load 

auxiliary material for engine parts, such as propellers (Chen et al., 

2003; Oh et al., 2013; Lee et al., 2014). 

In this study, the structural safety of CFRP structures was generally 

evaluated via finite element analysis. Regarding this process, the 

mechanical properties of the material approximate to the actual values, 

as well as the shape of the target structure, should be introduced to the 

finite element analysis. Although methods for manufacturing CFRP 

materials in the design shape (during ship building) have been 

implemented with recent advancements in technology, the mechanical 

properties of these materials remain unclear owing to the significantly 

different mechanical properties of CFRP structures depending on the 

stacking sequence and direction, manufacturing environment 

(temperature and humidity), and expertise of workers, as well as the 

differences in the physical properties of the base materials, such as 

carbon fiber and resin. 

Meanwhile, the importance of digital twin technology is growing in 

the field of ship structural mechanics. The core technology here 

involves the use of a virtual ship with similar structural properties to an 

actual ship (JASTRA Channel, 2020). A structural digital twin 

platform with both static and dynamic structural responses should be 

implemented according to the external force generated during the 

virtual ship’s operation similar to that of an actual ship. The structural 

digital twin implementation requires the development of a finite 
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element model that reflects the static and digital characteristics of an 

actual ship. 

The properties of the composite material, such as Poisson’s ratio, 

elastic, and shear moduli are generally calculated via static tests, such 

as tensile, compression, and bending tests, on beams or sheet 

specimens made of the corresponding material. However, equivalent 

finite element model update techniques have been proposed in recent 

years to implement the dynamic properties of a target structure by 

adopting modal characteristics, such as natural frequency, mode shape, 

and mode damping. Zahari et al. (2016) proposed a method and 

procedure for identifying the parameters that influence the dynamic 

properties of a joint structure via sensitivity analysis, as well as 

calculating the equivalent material properties, such that a natural 

frequency identical to that of the actual structure is obtained. 

Hofmeister et al. (2019) proposed an optimization-based equivalent 

finite element model update to address wind turbine blade damages. 

Giagopoulos et al. (2009) introduced the finite element model update 

of an experimental vehicle using measured modal characteristic data. 

This study presents a finite element model update technique, which 

calculates the equivalent material properties of a target structure using 

the natural frequencies of CFRP ships or structures. The technique 

involves the processes of optimization parameter selection, finite 

element model development and update. Additionally, in this study, 

the validity of the proposed technique is evaluated by conducting 

numerical analysis on a cantilevered orthotropic beam. Furthermore, 

the feasibility of the proposed technique is verified by estimating the 

equivalent material properties of the target structure using the natural 

frequency information obtained from a random CFRP cantilever beam.

2. Finite Element Model Update

The finite element model update for composite structures is a 

process that involves performing the inverse method on the equivalent 

material properties of finite element model by applying the 

optimization technique to obtain the same natural frequencies as the 

target structure. Fig. 1 illustrates the finite element model update 

procedures with processes of optimization parameter selection, finite 

Fig. 1 Finite element model update process applying an optimization 

algorithm

element model development and update. The finite element model 

update process for composite structures was implemented in 

MATLAB while MSC/NASTRAN was adopted to carry out the low- 

order natural frequency analysis required in the optimization process. 

2.1 Optimization Parameter Selection

To accurately identify the mechanical properties of composite 

structures, material properties need to be derived via standardized 

material tests, such as tensile, compression, and bending tests. 

Mechanical properties can vary significantly depending on the 

stacking environment and expertise of workers, even if the same base 

material is used and stacked with the exact same specifications. As an 

alternative to address this challenge, an inverse method can be applied 

to calculate the material’s properties using the dynamic properties of 

target structure, such as modal test results. This study updates the finite 

element model based on an optimization process that involves 

minimizing the difference between the natural frequencies obtained 

via the finite element model and modal test results, respectively. In the 

optimization process, density, thickness, number of layers, elastic and 

shear moduli, as well as Poisson’s ratio can be employed as the targets 

of optimization parameters. In this study, the elastic moduli,   and 

 , and shear moduli, ,  , and  , which are considered to 

significantly influence the mechanical properties of orthotropic plate 

materials, were selected as optimization parameters. 

2.2 Finite Element Model Development

The finite element model is saved in the bulk data file format 

(*.bdf), which is an MSC/NASTRAN input file. Fig. 2 illustrates an 

Fig. 2 Example of finite element model of an orthotropic beam: 

an MSC/NASTRAN input file (bdf-file) and external file 

for defining the material properties
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example of a bdf-file of the finite element model for an orthotropic 

beam used in this study. The modal analysis adopts the SEMODES 

(SOL 103) module of MSC/NASTRAN. The finite element is 

formulated using CQUAD4, a quadrilateral shell element. The 

material properties of the composite structure were defined using 

PCOMP. Although the orthotropic material properties were defined by 

MAT8, they were saved as separate MAT.INC files for defining the 

elastic and shear moduli to enable the easy control of optimization 

parameters. The file was designed to be retrieved by the “include” 

command from the bulk data file of MSC/NASTRAN during the 

optimization process.

2.3 Finite Element Model Update

The finite element model update for the composite structure is 

conducted such that the natural frequency of the target structure is 

induced to approach the actual value. The optimization process for the 

finite element model update adopted the discrete genetic algorithm, 

which is a typical global optimization algorithm.

The discrete genetic algorithm is accompanied by the following 

procedure: 

(1) The optimization parameters are discretized and coded as bits to 

construct the first generation. 

(2) The modal analysis is conducted for each object that belongs to 

the first generation and the fitness assessment is conducted via derived 

natural frequencies. 

(3) The construction of the next generation is conducted until the 

required fitness is fulfilled or the maximum number of iterations is 

reached, via elitist model, selection phase, crossover phase, and 

mutation phase processes, as well as the fitness assessment process on 

the constructed next generation. 

More details on the finite element model update using the discrete 

algorithm are presented in Chapter 3. 

3. Discrete Genetic Algorithm

Fig. 3 illustrates a flow chart of the discrete genetic algorithm 

adopted in this study for the finite element model update process. As 

shown in the figure, the process proceeds in the following order: first 

generation construction, fitness assessment for first generation and 

convergence check, application of elitist model, selection phase, 

crossover phase, mutation phase, and fitness assessment for next 

generation and convergence check. Fitness assessment is conducted 

based on the cost function that reflects the modal test results of the 

target structure, as well as the modal analysis results of each object. In 

the convergence check step, if the required cost or maximum number 

of iterations is not fulfilled, the elitist model step and later steps are 

repeated until convergence is achieved. 

3.1 Optimization Parameter Discretization and Coding

The optimization parameters are discretized and coded in the 

discrete genetic algorithm. The elastic and shear moduli, which are 

Fig. 3 Process of finite element model update via discrete genetic 

algorithm

optimization parameters, are discretized in equal intervals for the 

desired range and stored as databases with unique numbers. 

In the discrete genetic algorithm, the unique number of the database 

is coded as a chromosome in the form of an array composed of bits. 

Given the number of databases discretized for each optimization 

parameter as , the selected database is expressed as an array  

composed of (=log) number of bits (-bit), as expressed in 

Eq. (1).

      ⋯ 
  (1)

where 
  denotes the -th bit value in the coded array of the 

optimization parameter. For example, when the optimization 

parameters, 
 , 

 , 
 , 

 , and 
 , are discretized and coded, each of 

 ,  ,  ,  , and   becomes the -th bit value of the -bit 

array, respectively. 

The chromosome array , consisting of all database information of 

the optimization parameters, can be expressed in Eq. (2), which links 

the chromosome array to each of the optimization parameters. The total 

number of bits, , of the chromosome array is expressed in Eq. (3). 

           (2)

      (3)

3.2 Fitness Assessment

Fitness is a quantitative index that indicates the proximity of the 

calculated natural frequency to the actual natural frequency when the 

material properties corresponding to individuals of each generation are 
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reflected in the finite element model. A cost function was employed in 

this study to assess fitness, with lower costs representing higher 

fitness. The cost function  is expressed by Eq. (4) and was defined by 

considering the weight of the relative squared error for each natural 

frequency of the modal test and finite element analysis results (Zahari 

et al. 2016). 

  
  





 

  




(4)

where 
  and 

  ,  , and  represent the -th natural frequency 

derived from finite element analysis and modal test, weight for the -th 

natural frequency (“1” was applied as the weight in this study), and 

number of natural frequencies used in the optimization process, 

respectively. The natural frequency 
   of the target beam model 

utilized the modal test results. 

3.3 Discrete Genetic Algorithm Development

3.3.1 First generation construction

As illustrated in Fig. 4, the   populations that formulate the initial 

generation are generated as chromosome groups (⋯) 

with bit arrays. Each chromosome is randomly allocated with a bit 

value of “0” or “1.” 

Fig. 4 Chromosome group for first generation

3.3.2 Elitist model

In the elitist model, the elitist chromosome group, which exhibits the 

best fitness in the present population is considered an individual of the 

next generation (Fig. 5). This approach is used to achieve quicker 

convergence by maintaining the properties of the individual that 

exhibits outstanding fitness in the previous generation.

Fig. 5 Elitist model

In this study, two individuals, exhibiting the best fitness in the 

present generation, are adopted as the first and second individuals in 

the next generation.

3.3.3 Selection phase

In the selection phase, chromosomes are selected from the present 

generation to generate chromosomes for the next generation 

population. Two of the most widely used selection methods are the 

roulette and tournament selections. The roulette selection increases 

selection probability based on the fitness proportion of each 

chromosome of the present population, whereas the tournament 

selection selects an individual with optimal fitness from a population 

of two randomly selected chromosomes in the present generation. This 

study adopted the tournament selection method, which is more 

straightforward than the roulette selection method. 

3.3.4 Crossover phase

After selecting two chromosomes from the present population, 

chromosomal crossover was conducted to generate new genes for the 

next generation by exchanging the genetic materials of the selected 

specific chromosomes. The crossover process is carried out by 

exchanging preceding genes with following genes based on the 

random array reference point of chromosomes. Depending on the 

number of reference points, the crossover can be classified into 

one-point and multi-point crossovers. However, to avoid bias toward a 

certain solution and increase convergence, a probability of crossover 

was set, and a real value between “0” and “1” was randomly extracted 

before the crossover. Subsequently, if the extracted value is less than 

the specified probability of crossover, crossover is carried out, 

otherwise the selected chromosomes are transferred to the next 

generation population. In this study, one-point cross over was adopted, 

as shown in Fig. 6. 

Fig. 6 One-point crossover

3.3.5 Mutation phase

The chromosomes that passed through selection and crossover 

phases were designed to induce mutation by intentionally altering the 

information of one or more genes. Mutations typically demonstrate the 

tendency of reducing the average fitness of the entire population, thus 

providing the effect that enables access to more diverse optimal 

solutions by implanting new information inside the chromosomes 

during the algorithm’s execution. However, if the probability of 

mutation for the chromosomes is set too high, there is a limitation of 

moving away from the optimal solution as the process is repeatedly 
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Fig. 7 Mutation

iterated. Therefore, an appropriate mutation probability should be 

configured. 

In this study, mutation was permitted for one gene of the 

chromosome alone, as shown in Fig. 7.

3.3.6 Convergence check

In the convergence check, the fitness of the new population with 

genes modified via crossover and mutation phases, was calculated. 

The algorithm was terminated if the calculated fitness was less than 

that of the previous generation or a maximum number of algorithm 

iterations was achieved. Otherwise, the process returned to the elitist 

model step and the entire process was repeated again.

 

4. Numerical Examples

4.1 Verification of the Finite Element Model Update Method 

The feasibility of the inverse method on the material properties of 

the composite structure was evaluated by performing inverse operation 

on the material properties of an orthotropic beam. In general, 

cantilevered beam type specimens are widely used to determine the 

dynamic properties of structures. Therefore, a cantilevered orthotropic 

beam was selected as the target structure for verification. Natural 

frequencies corresponding to the exact solution were calculated after 

conducting modal analysis on the target structure. Table 1 summarizes 

the material properties of the target cantilevered orthotropic beam.The 

material direction was assumed to be longitudinal. The finite element 

model for the target structure was designed with 240 rectangular shell 

elements and 305 nodes (Fig. 8). The length, width, and thickness of 

Fig. 8 Finite element model of the cantilevered orthotropic beam

Table 1 Material properties of cantilevered orthotropic beam

Material property Value

Elastic modulus (N/m2)
 138.0E+09

 10.40E+09

Poisson’s ratio  0.29

Shear modulus (N/m2)

 6.900E+09

 6.900E+09

 6.900E+09

Density (kg/m3)  1,590

Table 2 Modal frequencies of cantilevered orthotropic beam

Order Natural frequency (Hz) Mode shape

1 45.62 vertical bending (1st)

2 187.61 lateral bending (1st)

3 284.69 vertical bending (2nd)

4 422.27 twisting (1st)

5 789.60 vertical bending (3rd)

6 1044.78 lateral bending (2nd)

the finite element model were 600, 40, and 10 mm, respectively while 

the clamp fixture boundary condition was applied to the 0–40 mm area 

in the longitudinal direction. The natural frequencies of the target 

structure were extracted for a total of six generations, from first to 

sixth, and the values obtained are summarized in Table 2 together with 

the mode shape information.

The inverse operation was performed to calculate the material 

properties of the target structure in reverse solely via the natural 

frequency information presented in Table 2. In this process, elastic 

moduli,   and  , and shear modulus,  , were selected as 

optimization parameters. Table 3 summarizes the ranges of material 

properties, as well as those of the discrete genetic algorithm 

parameters. The ranges were configured to include the material 

properties from Table 1. As a reference, 16 (4-bit) optimization 

parameter databases were configured for each parameter, and the 

moduli,   and   were fixed at 6.900E+09 N/m2. However, the 

number of individuals for each generation was set as 50, and the 

probabilities of crossover and mutation were set as 0.9 and 0.1, 

respectively. The convergence criteria were established by setting 

1E-10 and 100 as the required cost and maximum number of iterations, 

respectively. 

Fig. 9 presents a convergence plot graph illustrating the minimum 

cost function value for each generation. The sixth generation’s 

Table 3 Material property ranges and indiscrete genetic algorithm 

parameters of cantilevered orthotropic beam

Parameter name Value

Elastic modulus (N/m2)
 1.300E+11~1.450E+11 (4-bit)

 1.000E+10~1.280E+10 (4-bit)

Poisson’s ratio  0.29

Shear modulus (N/m2)

 6.000E+09~7.500E+09 (4-bit)

 6.900E+09

 6.900E+09

Density (kg/m3)  1,590

Number of population,  50

Probability of crossover 0.9

Probability of mutation 0.1

Convergence criteria 1E-6

Maximum number of iteration 100
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Fig. 9 Convergence plot: generation vs. cost function value

minimum cost function  converged to zero, and the material 

properties derived via the inverse method matched the material 

properties of Table 1 without displaying any error. This indicates that 

the material property inversion method implemented in this study was 

successfully executed. 

4.2 Application to Cantilevered CFRP Beam 

To evaluate the practical applicability of the proposed finite element 

model update method, the inverse operation was performed to 

(a) Modal test configuration

(b) Clamped specimen

Fig. 10 Modal test of the cantilevered CFRP beam (Hwang et al., 2018)

Table 4 Material property ranges and indiscrete genetic algorithm 

parameters of cantilevered CFRP beam

Parameter name Value

Elastic modulus (N/m2)
 1.000E+11~4.150E+11 (6-bit)

 2.000E+09~2.000E+11 (5-bit)

Poisson’s ratio  0.28

Shear modulus (N/m2)

 1.000E+09~8.000E+09 (3-bit)

 1.000E+09~8.000E+09 (3-bit)

 1.000E+09~8.000E+09 (3-bit)

Density (kg/m3)  1,590

Number of population,  40

Probability of crossover 0.9

Probability of mutation 0.1

convergence criteria 1E-6

Max. number of interation 50

calculate the material properties of a random composite beam. The 

target structure was a unidirectional CFRP specimen together with the 

cantilevered CFRP beams used in the study conducted by Hwang et al. 

( 2018). The specimen’s specifications and fixing methods are similar 

to those used in numerical analysis model presented in Section 4.1.

As shown in Fig. 10, the natural frequencies of the target structure 

corresponding to the exact solution were calculated via a modal test 

using an impact hammer. The natural frequencies obtained from the 

first to fourth generations were 50.87 Hz (1st vertical bending), 255.30 

Hz (1st twisting), 273.72 Hz (1st lateral bending), and 326.65 Hz (2nd 

vertical bending), respectively (Hwang et al., 2018). 

Elastic moduli,  , and  , and shear moduli,  ,  , and  , 

were selected as optimization parameters. Table 4 summarizes the 

ranges of the material properties, as well as those of the discrete 

genetic algorithm parameters. As a reference, the number of discrete 

data for the elastic moduli,   and  , was set to 64 (6-bit) and 32 

(5-bit), respectively, and the number of discrete data for the shear 

Fig. 11 Convergence plot (cantilevered CFRP beam): generation 

vs. cost function value
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Table 5 Estimated material properties of the cantilevered CFRP 

beam

Optimization parameter Final value

Elastic modulus (N/m2)
 3.3E+11

 4.0E+10

Shear modulus (N/m2)

 4.0E+09

 8.0E+09

 7.0E+09

moduli was set to 8 (3-bit). However, the number of individuals for 

each generation was set to 40, and the probabilities of crossover and 

mutation were set to 0.9 and 0.1, respectively, same as that of the 

previous section. The convergence criteria were established by setting 

1E-6 as the required cost and 50 as the maximum number of iterations.

Fig. 11 presents a convergence plot graph showing the function 

values of the minimum cost for each generation in the optimization 

process. As illustrated, the required cost was not fulfilled until the 

Table 6 Modal frequencies and shapes of the cantilevered CFRP beam

Order
Natural frequency (Hz)

Mode Shape
Experiment Numerical

1 50.87 51.05

vertical bending (1st)

2 255.30 256.52

twisting (1st)

3 273.72 272.44

lateral bending (1st)

4 326.65 318.43

vertical bending (2nd)

5 - 812.75

twisting (2nd)

6 - 882.51

vertical bending (3rd)

maximum number of iterations. The final cost function value obtained 

is 6.904E-4 and Table 5 summarizes the final material properties of the 

orthotropic beam, which are the target optimization parameters.

Table 6 summarizes the comparison of natural frequencies measured 

via the modal test on the target orthotropic beam model, as well as the 

natural frequencies obtained from the updated finite element model. 

Additionally, the table presents the fifth and sixth natural frequencies 

obtained using the finite element model, as well as the first to sixth 

mode shapes. As presented in Table 7, the results obtained from the 

experiment and numerical estimation agreed optimally. Accordingly, 

via the updated finite element model, auxiliary information, such as 

high-order natural frequencies and mode shapes, can be estimated, as 

well as the material properties of the target structure. 

5. Conclusions

This study proposed a finite element model update method, 

comprising processes of optimization parameter selection, finite 

element model development, and finite element model update, which 

was adopted to calculate the equivalent material properties of a target 

structure via the natural frequencies of a CFRP ship or structure. 

Additionally, an optimization technique was applied, in which the 

material properties of the target structure were iteratively updated such 

that the finite element model yielded natural frequencies of the 

pre-analysis or actual-measured values. A discrete genetic algorithm 

was utilized as the optimization technique. After which, a numerical 

analysis was conducted on a hypothetical cantilevered orthotropic 

beam structure to evaluate the validity of the proposed update om the 

finite element model. Consequently, it was inferred that the estimated 

material properties were consistent with the measured material 

properties of the target structure. Furthermore, a finite element model 

that yields values similar to that of the actual-measured natural 

frequencies was derived by performing numerical analysis on the 

cantilevered CFRP beam with unknown material properties. Finally, 

the feasibility of the proposed update on the finite element model was 

verified by estimating the high-order natural frequencies and mode 

shapes using the derived finite element model.
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All references should be listed at the end of the manuscripts, arranged 

in order of Alphabet. References in texts follow the American 
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4. Results 

This section may be divided by subheadings. It should provide a 

concise and precise description of the experimental results, their 

interpretation as well as the experimental conclusions that can be 

drawn. Tables and figures are recommended to present the results 

more rapidly and easily. Do not duplicate the content of a table or a 

figure with in the Results section. Briefly describe the core results 

related to the conclusion in the text when data are provided in tables or 

in figures. Supplementary results can be placed in the Appendix.

5. Discussion

Authors should discuss the results and how they can be interpreted 

in perspective of previous studies and of the working hypotheses. The 

findings and their implications should be discussed in the broadest 

context possible. Future research directions may also be highlighted

6. Conclusions

This section can be added to the manuscript.
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